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Abstract:  
 

The process of matching speech data with database records is known as speaker 

identification. The major objective of this paper is to find the accuracy and speed in 

comparison of training set database from RAVDESS with the test signal using neural 

network methods of Convolutional Neural Network (CNN), Recurrent Neural Network 

(RNN) along Long Short-Term Memory (LSTM) with combination of audio 

fingerprinting technique. Speech is most fundamental form of human communication 

and language is the primary means of exchange among humans. An essential 

component of social interaction pitch and tone changes are grouped together while 

accounting for a wide range of issues. The audio fingerprint of voice was produced after 

the background noise was eliminated. Dataset of RAVDESS using multilayer 

perception, Audio fingerprinting and CNN, RNN with LSTM to contrast the results 

with speed and accuracy measures. The machine will ultimately display the gender 

determination in relation to words per second and accuracy in terms of no of epochs has 

been observed .and the results show that every classifier for the dataset performs faster 

and with higher accuracy. 

 

1. Introduction 
 

Speech data plays a crucial role in human 

communication, acting as a primary medium for 

conveying information, emotions, and intentions. 

As technology advances, the ability to identify and 

classify speech has become increasingly important 

in various fields, such as security, healthcare, and 

human-computer interaction. Speaker 

identification, which involves matching speech data 

with database records, is one of the key aspects of 

speech processing. In recent years, advancements in 

machine learning and neural networks have 

significantly enhanced the accuracy and speed of 

speaker identification systems. Techniques like 

Convolutional Neural Networks (CNN), Recurrent 

Neural Networks (RNN), and Long Short-Term 

Memory (LSTM) networks have been integrated 

with audio fingerprinting to improve performance. 

These methods, when applied to large datasets such 

as the Ryerson Audio-Visual Database of 

Emotional Speech and Song (RAVDESS), enable 

more robust and efficient recognition systems. 

However, challenges persist in balancing accuracy 

with speed, particularly when it comes to large-

scale databases with diverse speech patterns and 

environmental noise. 

This study focuses on evaluating the performance 

of various neural network-based models, including 

CNN, RNN, and LSTM, combined with audio 

fingerprinting techniques, on the RAVDESS 

dataset. The primary goal of the research is to 

compare the accuracy and speed of these models in 

identifying speakers and determining gender based 

on speech signals. By eliminating background noise 

and applying audio fingerprinting techniques, the 

study aims to refine the process of speech data 

matching. The performance is measured in terms of 

classification accuracy, speed (words per second), 

and the number of epochs required for training. The 

study contributes to the field by providing insights 

into the comparative effectiveness of different 

neural network approaches, ultimately highlighting 

the potential of combining deep learning techniques 

http://dergipark.org.tr/en/pub/ijcesen
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and audio fingerprinting to enhance the 

performance of speaker identification systems. The 

results are expected to demonstrate improvements 

in both accuracy and speed across the classifiers 

tested, offering practical solutions for real-world 

applications in speech recognition and gender 

determination. 

It was investigates developments in AI with a 

special emphasis on model-based methods for gait 

recognition [1]. By delving deeply into gait 

recognition methods their research explores how 

artificial intelligence can improve biometric 

systems such as speaker identification. Speech-

based recognition systems can also benefit from the 

ability of deep learning models to process and 

recognize patterns in complex datasets as 

demonstrated by their application to biometric 

systems. presents a CNN-RNN and linear 

regression optimization combined short-term wind 

speed forecasting model [2]. Though wind 

forecasting is the main focus their strategy of 

combining convolutional and recurrent networks to 

improve model performance can also be applied to 

speech recognition where time-series data is 

essential for identifying speakers. It was employed 

LSTM networks in a multi-parameter forecasting 

model to predict stock time series data [3]. Because 

temporal dependencies are essential for classifying 

speech signals the research demonstrates how well 

LSTM networks capture sequential patterns which 

makes them appropriate for speech identification 

tasks. It was presented a deep neural network model 

for speaker identification demonstrating how well 

deep learning models can identify speakers [4]. 

Their model offers a strong basis for the speaker 

identification systems discussed in this paper by 

highlighting the significance of feature extraction 

from audio signals and the usefulness of DNNs in 

differentiating between voices. It was investigated 

the application of RNN-LSTM for speech 

processing keyword recognition contrasting it with 

convolutional neural networks to increase 

classification accuracy [5]. Since RNN and LSTM 

models are better at capturing the temporal 

dynamics of speech signals than conventional 

techniques their work highlights the benefit of 

combining them for sequential data which is 

extremely pertinent to speaker identification. It was 

talked about methods for identifying speakers based 

on their vocal characteristics [6]. The study focuses 

on reducing errors caused by background noise and 

highlights several machine learning techniques such 

as CNN and RNN to improve the accuracy of 

speaker identification from voice data. This is in 

line with speaker identification systems objectives 

which include precision and noise resistance. It was 

looked into speaker identification by combining 

machine learning and deep learning classifiers in a 

hybrid subspace approach [7]. By using multiple 

models simultaneously this hybrid approach 

improves classification accuracy and shows 

promise in lowering errors during the speaker 

recognition process. This relates to the ongoing 

research which also looks into integrating CNN 

RNN and LSTM models to enhance speaker 

identification capabilities [8]. It was suggested a 

speaker recognition system for electric cars that is 

based on CNN. The system uses deep learning to 

locate speakers in the cacophonous spaces that are 

usually found in cars. The study shows how 

effective CNN models are at speaker recognition 

especially in practical settings where background 

noise can obstruct speech signals. This problem is 

solved in the current study by using noise reduction 

techniques. It was presented a speech emotion 

detection system based on deep learning [9]. The 

models ability to classify emotions through the use 

of deep learning techniques on speech data is 

similar to speaker identification tasks. Emotion 

detection and speaker recognition systems rely 

heavily on the efficient processing and 

classification of audio signals. It was examined 

developments in speech emotion recognition with 

an emphasis on Dravidian and Indo-Aryan 

languages [10]. In addition to speaker identification 

the research highlights the difficulty of managing 

various languages and accents in speech 

recognition systems particularly when training 

models on a variety of datasets. It was used 

machine learning models to investigate the 

recognition of speech emotions [11]. They draw 

attention to the difficulties in deciphering speech to 

determine emotions and the significance of 

choosing the right features to enhance model 

performance. This pertains to speaker identification 

where differentiating between speakers also 

depends on the precise extraction of features. It was 

focused on using hybrid CNN models to detect 

emotions in speech [12]. Their research advances 

our knowledge of how deep learning can be applied 

to emotion detection a topic that is closely related 

to speaker identification tasks where speakers can 

be distinguished by their subtle vocal nuances. It 

was used Hidden Markov Models in its 

investigation of machine learning models for 

detecting black hole attacks in wireless sensor 

networks [13]. Their sequential data modeling 

technique can be used for speaker identification 

where more reliable recognition systems can be 

achieved by comprehending and forecasting speech 

feature sequences. Neural audio fingerprints for 

high-specificity audio retrieval is investigated [14]. 

Their research highlights how crucial it is to 

identify distinct audio characteristics that can be 
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used for fingerprinting techniques to identify 

speakers. Their research reveals a method for 

differentiating between various audio signals that is 

pertinent to enhancing speaker identification 

accuracy by utilizing contrastive learning. It was 

focused on creating safe speaker identification 

systems with RBFNN (Radial Basis Function 

Neural Network) audio fingerprinting and 

MODWT (Maximal Overlap Discrete Wavelet 

Transform) [15]. A key component of combining 

fingerprinting methods with deep learning models 

for dependable and secure recognition is speaker 

identification which their research offers in a very 

secure manner. The CNN was also used in different 

application [16-20]. Figure 1 shows the emotional 

validity of both male and female voices in the 

RAVDESS dataset. 

The main reasons for this accomplishment are the 

model’s ability to analyze speech phenomena and 

its accuracy in speaker recognition applications in 

the actual world. Another crucial component of the 

HMM is its reliable parameter training procedure 

and convergence. The representation of speaker 

utterances is provided by a vector. Therefore, the 

representation for spoken utterances is provided via 

feature vector segmentation of a voice sequence. 

Segmenting a speech sequence into stationary states 

is required for the speech sequence’s statistical 

analysis. An HMM model is a finite state machine 

and is continuous. Transitions inside a state as well 

as between its neighbors are allowed. In this 

topology, which is left to right in the training phase, 

HMM models’ parameters are usually estimated 

using sufficient training datasets and maximum 

likelihood-based or discriminative-based training 

algorithms, as specified in Figure 2 for the 

distribution of words A and B with respect to 

phonemes. The ability to forecast and characterize 

nonlinear temporal variation systems using long 

short-term memory (LSTM) has been widely 

researched in recent years due to its dynamics. The 

research offers time series prediction through an 

examination of network architectures and LSTM 

cell derivatives that are currently on the market. 

Characterizing LSTM with optimum cell state 

representations and interacting cell states is 

recommended. The architecture of LSTM with an 

audio sample with respect to input and output audio 

is specified in Figure 3. 

The evaluated techniques are in line with the given 

standards required for accurate time series 

prediction. Making multimodal and multistep 

forward forecasts is one of these methods, which 

includes understanding how short- and long-term 

memory behaves, as well as how errors spread 

accordingly. Sequence-to-sequence networks with 

partial conditioning are the best choices to satisfy 

the requirements, outperforming associative or 

bidirectional networks. The dynamics of complex 

systems have been widely simulated and predicted 

using neural networks. 

The dynamics of complex systems have been 

widely simulated and predicted using neural 

networks. The Memory blocks arrangement for 

short and long memory as Specified in (Figure  4.), 

and the workings of an LSTM (Long Short-Term 

Memory) cell, which is a type of recurrent neural 

network used to process sequences of data as, 

𝑖𝑡=(𝑊𝑖eE𝑡+𝑊𝑖nN𝑡−1+𝑊𝑖𝑐𝑐𝑡−1+𝑏𝑖) ---------- (1) 

(1) Input gate 𝑖𝑡  Regulates the amount of new 

information that should be stored in the cell 

state.(memory) 

𝑓𝑡=(𝑊𝑓𝑥𝑥𝑡+𝑊𝑓nN𝑡−1+𝑊𝑓𝑐𝑐𝑡−1+𝑏𝑓)         -----(2) 

(2)      Forget Gate 𝑓𝑡 Regulates the amount of prior 

memory  that should be forgotten.  

𝑐𝑡=𝑓𝑡⊙𝑐𝑡−1+𝑖𝑡⊙(𝑊𝑐eE𝑡+𝑊𝑐nN𝑡−1+𝑏𝑐)(3)       

(3)    Cell State  𝑡  Is modified by merging the data 

from the input and forget gates.  

𝑜𝑡=(𝑊𝑜eE𝑡+𝑊𝑜nN𝑡−1+𝑊𝑜𝑐𝑐𝑡+𝑏𝑜)  -------(4) 

(4)    Output Gate 𝑜𝑡 Regulates the amount of 

memory that is currently output 

n𝑡=𝑜𝑡⊙ℎ(𝑐𝑡) 

𝑦𝑡=(𝑊𝑦nN𝑡+𝑏𝑦). Even though here are lot of 

different kinds of networks, how well the network 

architecture suits the task has a big impact on how 

accurate the modeling is Which have been utilized 

for dynamic system modeling in numerous 

domains, such as energy consumption, image 

processing, speech recognition, autonomous system 

manufacturing, and identification. Across all issues 

explored, the common objective is to create 

prediction models based on time series data or data 

sequences to forecast the outputs of nonlinear time 

variation systems. Previous studies have shown that 

CNNs are very adaptive and have progressively 

taken over as the primary research instrument in the 

image and voice fields. The spectrogram provides a 

wealth of information in the research of speaker 

recognition, including the speakers' personality 

traits and dynamically displaying the signal 

spectrum change features. This spectrogram feature 

makes it a useful tool for researchers, so using the 

spectrogram is necessary to obtain feature vectors. 

The spectrogram offers a useful solution even 

though speech is a time-varying signal with 

intricate relationships at a variety of distinct time 
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frames. We employ the spectrogram, a two-

dimensional signal that includes the speaker's 

identity information, as the CNN's input. 

Additionally, CNNs can offer translation invariance 

in both space and time, allowing us to extract the 

voiceprint characteristics from the spectrogram 

without disrupting the temporal sequence. 

Consequently, the spectrogram is suggested to be 

used as the convolutional neural network's input in 

this study. CNNs' convolutional layer has several 

feature maps in it. The input is locally filtered using 

the convolution kernel, which is basically a weight 

matrix. Through weight sharing, the CNN layer can 

efficiently extract the structural feature from the  

 

 

Figure 1. RAVDESS Dataset of emotional validity of both male and female with different emotions of neutral, calm 

,happy , sad, angry, fearful, disgust, surprised. 

 

Figure 2. Distribution of words A and B with respective of Phoneme 

 

Figure 3. Architecture of LSTM of audio sample with respect to input and output audio 
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Figure 4. Memory Blocks Arrangement short and longer memory behaves of projection and recurrent 

Table 1. The details on Deep CNN+RNN-LSTM Unit Network Model 

Layer name Struct Stride Parameter 

Input 32x40x199x3 - - 

2D conv 5x5 kernet, 64 filter 2x2 4.8 K 

Average pooling 2s2 pooling 2x2 0 

LSTM 1024 units - 9.4 m 

LSTM 1024 units - 8.3 m 

LSTM 1024 units - 8.3 m 

Average pooling - - 0 

Dense 1024x512 - 0.52 m 

Length Normalization - - 0.2 m 

Output(softmax) 1024x400 - 0 

Total - - 26.93 m 

 

spectrogram and lower the model’s complexity. We 

primarily describe the suggested model in our study 

in this part. The 2D CNN and RNN-based deep 

network paradigm are combined. The 2D CNN 

layer in this model is mostly utilized for feature 

extraction from the spectrogram based on the 

spectrogram’s properties. Based on the relationship 

between the voiceprint and the retrieved features, 

RNNs are used for cyclic memory learning. Table 1 

shows the details on Deep CNN+RNN-LSTM Unit 

Network Model. 

2. Proposed Algorithm and Block Diagram 
 

The provided speech data was smoothed, heavily 

encrypted and noise extracted to create fingerprint 

unique data. The findings of comparing the 

strategies of CNN, RNN and LSTM combination 

with audio fingerprinting and adding Gaussian 

noise have been presented. The findings include 

great precision, which translates to reduced noise in 

the translation of use the audio fingerprinting 

technique to find similarities between the test signal 

and the training set database. Following this stage, 

speed results in words per second were compared 

between the transmissions with and without audio 

fingerprinting,  

 
Figure 5. Proposed Algorithm 
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Figure 6. Proposed Block Diagram 

 

 
Figure 7. Speed of Speech in words per sec with 

comparison of male and female voices. 

 

 

 
Figure 8. Comparison graph with and without Audio 

fingerprinting a of words transmitted per second 

specifies the proposed algorithm of steps involved. 

Figure 5 is proposed algorithm. This also evaluates 

the accuracy of the aforementioned CNN, RNN, 

LSTM combinations and audio fingerprinting 

approaches, From RAVDESS graphs representing 

the speech rates of men and women are plotted with 

the combining of several neural network 

approaches according with the steps specified in the 

block diagram of (Figure 6).  

 

3. Results based on Proposed Algorithm  
 

The performance of the proposed algorithm for 

emotion classification based on audio fingerprinting 

was evaluated using the RAVDESS dataset, which 

contains a variety of emotional speech samples 

from both male and female voices. The analysis 

was conducted across various emotional categories 

and the performance of the models was assessed on 

key metrics including speed of speech, 

classification accuracy, and robustness under noise 

conditions. 

Figure 7 measured in words per second for both 

male and female voices across different emotional 

states. The results indicate a slight variation in 

speech speed between the two genders, with male 

voices generally showing a lower words-per-second 

rate than female voices. Additionally, emotional 

states influenced speech speed, with emotions like 

anger and happiness typically associated with faster 

speech, while sadness and neutral tones displayed 

slower rates. 

Figure 8 provides the comparison of word 

transmission rates with and without the application 

of audio fingerprinting was conducted. The results 

demonstrate a significant improvement in word 

transmission per second when audio fingerprinting 

was applied, highlighting the efficiency of the 

technique in enhancing speech recognition and 

classification. 

The emotional labels for different male and female 

voices were represented according to the number of 

samples per emotion. The dataset showed a 

balanced distribution of samples across emotions 

like happiness, sadness, surprise, anger, and neutral. 

This balance allowed the model to effectively learn 

the emotional patterns and enhance classification 

accuracy. The Convolutional Neural Network 

(CNN) model was trained using the RAVDESS 

dataset given in figure 9, with loss and accuracy 

plotted against training epochs. The model showed 

consistent improvements in both accuracy and 

reduction in loss with each epoch, indicating 

successful learning and convergence. Accuracy 

stabilized at approximately 90%, with the model 

demonstrating a strong ability to generalize across 

unseen emotional samples. 
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A performance comparison was made between the 

original RAVDESS dataset and the dataset 

corrupted with Gaussian white noise. The results 

showed in figure10, that while the accuracy of 

emotion classification slightly decreased in the 

noisy dataset, the audio fingerprinting method 

provided a significant robustness to the noise, 

maintaining a higher accuracy compared to 

traditional models without fingerprinting. 

Gender-based feature extraction from the 

RAVDESS dataset in Figure 11 and Figure 12 was 

performed to investigate how voice features vary 

between male and female speakers. The results 

revealed distinct feature differences, particularly in 

pitch, tone, and speech patterns. These differences 

were used to further enhance the emotion 

recognition process by tailoring the model to more 

effectively process male and female voices. 
 

 
Figure 9. Label representation of voices for different emotions of both male and female with respect to no of samples 

 
Figure 10. Loss and Accuracy of Convolution Neural Network (CNN) Network model with the RAVDESS Database, 

Loss vs. training epochs and Accuracy vs. training epochs 

 

 
Figure 11. Performance comparison of proposed Audio fingerprinting model Comparison of original dataset of the 

results with dataset with Gaussian white noise. 



Rajani Kumari Inapagolla, K . Kalyan Babu / IJCESEN 11-1(2025)1108-1116 

 

1115 

 

 

Figure 12. RAVDESS Dataset with gender and 

extracting features 

4. Conclusions 

 
Using Neural network combinations of CNN-RNN-

LSTM, the Test data has been compared with 

training data set. Prior to doing this, the audio 

fingerprinting technique was used to prepare the 

unique IDs for the given data. By using this 

method, we may increase accuracy by eliminating 

Gaussian noise that was introduced to the given 

data to improve comparison quality. The number of 

words transmitted per second will also be counted 

in order to gauge the operations speed when 

comparing the outcomes. Here CNN-RNN-LSTM 

with and without audio fingerprinting are the 

methods that are compared to achieve greater 

accuracy. 
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