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Abstract:  
 

Sign language is a visual form of communication that conveys meaning through body 

language,facial expressions and hand gestures.  Language barriers prevent people who 

don’t sign from interacting with those who do. This is the root of the issue. To improve 

communication this can be fixed by developing real-time sign language recognition 

systems using cutting-edge methods. This work presents a hybrid BERT + LSTM 

model machine learning approach for word-level recognition in Indian Sign Language 

(ISL). In order to overcome the difficulties in capturing both temporal and spatial 

features in ISL gestures this model combines the strength of BERTs bidirectional 

encoder representations with the adaptability of LSTM to handle sequential 

dependencies in the integration way like proposed BERT+LSTM. To ensure robustness 

the ISL-Express dataset is made up of a variety of hand gesture images labeled with 

corresponding ISL words that were recorded under a range of conditions. Regarding 

recall accuracy precision and real-time processing metrics the results show that the 

suggested BERT + LSTM model outperforms these alternatives. It specifically achieves 

a maximum accuracy of 95 % with lower latency and higher frame rates. When 

contrasted with conventional methods real-time ISL recognition applications can greatly 

benefit from the models sophisticated performance features. Ultimately this suggested 

BERT+LSTM model which had been enhanced with data augmentation and 

regularization techniques was compared to several alternative machine learning 

algorithms including CNN + LSTM RNN + GRU Transformers + GRU and BERT + 

GRU. 

 

1. Introduction 
 

An increasingly significant tool for closing the 

communication gap between the general public and 

the hearing-impaired community is Indian Sign 

Language (ISL). Because ISL is a visually rich 

language that includes hand signals facial 

expressions and body motions automated 

understanding of it poses many challenges for 

machines. Simple classifiers and static image 

processing methods were used in early attempts at 

sign language recognition but these methods were 

unable to handle the fluidity and complexity of sign 

language particularly in continuous gestures. More 

sophisticated architectures like Convolutional 

Neural Networks (CNNs) Recurrent Neural 

Networks (RNNs) and Long Short-Term Memory 

(LSTM) networks can now be used thanks to the 

development of deep learning. These networks are 

highly effective at capturing both spatial and 

temporal details in ISL by examining video streams 

to find patterns that can interpret a variety of 

gestures. Still issues like different hand shapes 

varying movement speeds poor lighting and 

complicated signs need to be addressed. To 

overcome these obstacles modern inventions have 

integrated complex strategies. The results of hybrid 

frameworks that combine CNN LSTM and Gated 

Recurrent Units (GRU) as well as techniques like 

BERT (Bidirectional Encoder Representations from 

Transformers) and different transformer designs 

have been impressive [1]. Through attention 

mechanisms these designs enhance the accuracy 
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and resilience of sign language recognition systems 

by comprehending the relationships between 

gestures and their contextual contexts [2]. In order 

to improve these models ability to generalize and 

increase their adaptability for real-time applications 

regularization transfer learning and data 

augmentation have also been used [3]. Training 

processes are substantially enhanced by the 

addition of dynamic learning rates and 

instantaneous feedback which results in quicker 

convergence and lower error rates [4]. ISL 

recognition is now more widely available and 

efficient thanks to these developments which are 

essential for the use of sign language recognition 

technologies in practical settings like instructional 

materials translation software and support tools [5]. 

Numerous studies have looked into various 

methods for recognizing ISL. With the help of 

CNN and Support Vector Machines (SVM) for 

classification and Speeded-Up Robust Features 

(SURF) for feature extraction a sophisticated 

framework was created [6]. This combination 

makes it simpler to recognize both static and 

dynamic gestures by utilizing SVMs classification 

expertise and SURFs ability to identify key points 

[7]. Through the integration of complex features 

from gesture imagery CNN further improves 

accuracy experimental results demonstrate notable 

advancements in gesture recognition [8]. By 

merging hand landmarks with image data a multi-

headed CNN was also utilized to interpret sign 

language. This improved the models 

comprehension of intricate gesture details and 

increased recognition speed and accuracy by 

processing data streams in parallel [9]. In real-

world experiments a different deep learning 

framework for ISL recognition shows remarkable 

accuracy in distinguishing between singular and 

continuous sign sequences by using CNNs to 

extract spatial features from gesture imagery and 

LSTM architectures to record temporal relations in 

moving signs [10]. Both Russian and Indian sign 

languages have been recognized using hybrid 

neural network techniques which combine CNNs 

for spatial feature extraction and RNNs for 

temporal dynamics understanding. These methods 

demonstrate remarkable competence in managing 

intricate gestures involving numerous hand 

movements and supporting multiple languages [11]. 

Additionally an automated recognition system for 

ISL was created that combines deep learning with 

specially created features like motion and shape to 

interpret intricate gestures with exceptional 

accuracy in real-time scenarios [12]. Utilizing 

CNNs capacity to learn intricate spatial patterns 

from gesture imagery and adapt to shifting lighting 

and background conditions deep convolutional 

neural networks have also been used to recognize 

dynamic hand gestures in Arabic sign language 

[13]. For non-touch sign word recognition based on 

dynamic hand gestures a hybrid method combining 

segmentation and CNN feature fusion was 

introduced increasing speed and accuracy in hands-

free settings [14]. A web-based tool that uses CNN 

and RNN to recognize and translate both stationary 

and kinetic gestures for American Sign Language 

(ASL) has been developed. This tool has shown 

excellent performance in handling changes in 

background and lighting conditions and has 

improved accessibility for individuals with hearing 

impairments. By efficiently extracting temporal and 

spatial characteristics for precise dynamic gesture 

classification the combination of CNN and texture 

maps has also enhanced the recognition of dynamic 

sign language. Additionally in a variety of test 

scenarios a deep learning-driven framework for 

identifying static signs in sign language has shown 

improved recognition accuracy by converting static 

hand movements into spatial features using CNNs 

[5]. 

 

2. Methodology 
 

2.1 Dataset 
 

The dataset images were collected using a 200 × 

200 pixel resolution. This study took into account 

various lighting conditions, intricate backgrounds, 

and various directions when taking its photos. This 

diversity greatly improves the model's performance 

in real-world applications since it enables the model 

to learn from a broad range of variations and 

strengthens its generalization across various 

contexts. Figure 1 shows dataset images. 

 
Figure 1.  Dataset images 

 

2.2 Data preparation  

 

This study employed complex methods like data 

augmentation to artificially expand the dataset. To 

improve the models resilience and generalization 
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Figure 2. Proposed framework 

 

ability it also included transformations like color 

adjustments scaling and rotations. For consistency 

throughout the dataset the preprocessing pipeline 

included image resizing and normalization. To 

further streamline data preparation and boost 

efficiency unique scripts were created to automate 

the labeling and annotation processes. The overall 

proposed framework of this study was illustrated in 

Figure 2. 

2.3 Data processing 

In order to reduce color complexity, the study’s raw 

image processing converted the RGB images to 

grayscale. Next the images were sharpened using a 

2D kernel matrix as illustrated in Figure 3. After 

that the photos were resized to 50 by 50 pixels so 

that BERT with LSTM could evaluate them. 

Ultimately this study’s pixel values were divided by 

255 to normalize the grayscale values (0–255) 

resulting in value ranges 0–1 in the new pixel array. 

This normalizations main benefit is that BERT with 

LSTM operates more quickly in the (0–1) range 

than in other limits. 

 
Figure 3. Raw image pre-processing  

2.3 Model Training 

 

The model training phase is crucial for developing 

an effective ISL recognition system. In order to 

evaluate the effectiveness of the model this study 

compares the predicted probabilities with the actual 

labels a process known as cross-entropy loss. We 

use a variety of regularization strategies including 

dropout and weight decay to reduce overfitting and 

improve the models capacity for generalization. 

Grid search and cross-validation techniques are 

used to tune hyperparameters such as learning rate 

batch size and number of LSTM layers. While 

cross-validation evaluates the models performance 

across various data subsets to guarantee accurate 

results grid search methodically investigates a 

range of hyperparameter values to find the ideal 

settings. In order to maximize recognition 

performance the training process focuses on 

minimizing the cross-entropy loss and fine-tuning 

the models parameters. 

4. Proposed Methods 

4.1 BERT (Bidirectional Encoder 

Representations from Transformers)  with 

LSTM networks 

Our proposed method takes advantage of BERT 

and LSTM capabilities to tackle word-level ISL 

recognition problems. The input gesture image 

processing starts with the BERT model. The model 

can concentrate on pertinent spatial features to 

BERTs self-attention mechanism which calculates 

attention scores between various image regions.  
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Figure 5. Proposed architecture 

 

  
(a) (b) 

Figure 6. Model Performance Metrics 

Figure 4 talked about the proposed method 

structure. These equations can be used to explain 

the self-attention mechanism which is showed in 

table 1. 

 

 
Figure 4. Structure of Proposed BERT+LSTM 

4.2 Proposed Architecture 

By using state-of-the-art machine learning 

techniques the suggested architecture for real-time 

Indian Sign Language (ISL) recognition overcomes 

the communication gaps between signers and non-

signers. This hybrid model makes use of a BERT + 

LSTM architecture to manage the intricacies of 

ISL. The ability of LSTMs to process information 

sequentially is combined with BERTs bidirectional 

encoder representations to better capture spatial-

temporal dependencies in gestures. The ISL-

Express dataset which comprises a wide range of 

labeled hand gesture photos taken in different 

settings is used to train the model in order to 

guarantee robustness in a variety of 

settings. Finally, Compared to traditional 

techniques like CNN + LSTM, RNN + GRU, 

Transformers + GRU, and BERT + GRU, the 

proposed BERT + LSTM model demonstrated 

superior performance in accuracy, precision, recall, 
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and real-time processing which is illustrated in 

Figure 5.  

5.Results And Discussion 

5.1 Results of Performance metrics of proposed 

technique 

The performance metrics for various models used 

in word-level recognition of Indian Sign Language 

(ISL) are shown in Figure 6. The Baseline Model 

achieves an accuracy of 85.7 % with precision 

recall and F1 scores of 0,82, 0.87 and 0.84 

respectively and has a processing time of 140 ms. 

The BERT + LSTM model significantly improves 

performance with an accuracy of 92.1 % better 

precision recall and F1 scores of 0.89, 0.93 and 

0.91 and reduced processing time of 110 ms. 

Further enhancement is observed with BERT + 

LSTM + Augmentation which achieves a 93.5 % 

accuracy higher precision and recall of 90 and 94 

respectively and a processing time of 105 ms. The 

addition of Regularization to the BERT + LSTM 

model further boosts accuracy to 94 % with 

precision and recall of 0.91 and 0.95 respectively 

while processing time decreases to 100 ms. The 

most optimized performance is achieved with the 

BERT + LSTM + Augmentation + Regularization 

model reaching a top accuracy of 95.2 % with 

precision recall and F1 scores of 0.92, 0.96 and 

0.94 respectively and the lowest processing time of 

95 ms.  This model also demonstrates improved 

validation and test losses making it the most 

effective configuration for real-time ISL 

recognition. 

5.2 Confusion Matrix 

It gives a thorough analysis of how each words 

actual labels compare to the predictions made by 

the model. The numbers show how many times 

each word was classified correctly or incorrectly 

which makes it easier to see where the model works 

well and where it needs work which is explained 

visually in Figure 7. 

5.3 Model Training Time and Loss 

The research ensured the model did not overfit by 

using Image Data Generator to amplify input 

photos for training. The augmentation encompassed 

a range of zoom levels, rotations of 10°, flips 

horizontally, shifts in height, rotations, and widths. 

With a minimal learning rate of 0.00001, dynamic 

learning rates were employed to track validation 

correctness. Figure 8 displays the accuracy and loss 

after 50 epochs of training vs testing for the 90 

training and 24 testing photos utilized in the 

research. 

5.4 Accuracy by Gesture Complexity 

The suggested BERT + LSTM models performance 

metrics for Indian Sign Language (ISL) recognition 

at various gesture complexity levels are shown in 

 
Figure 7. Confusion Matrix for BERT + LSTM Model 

 

 

  

(a) (b) 

Figure 8.  Training Vs testing accuracy for 50 epochs 

0 10 20 30 40 50

0.4

0.5

0.6

0.7

0.8

0.9

1.0

A
c
c
u

ra
c
y

Epochs

 Training Accuracy

 Testing Accuracy

0 10 20 30 40 50

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

L
o

ss

Epochs

 Training Loss

 Testing Loss



Vaidhya Govindharajalu Kaliyaperumal, Paavai Anand Gopalan/ IJCESEN 11-1(2025)1411-1419 

 

1416 

 

 
Figure 9. Gesture complexity 

 

the table 2 and Figure 9. At 93 0 % accuracy and 

100 milliseconds of processing time the model 

shows promise for basic gestures. The model 

performs very well in identifying simple gestures 

this category yields 160 true positives and 150 true 

negatives with 10 false negatives and 5 false 

positives. When processing time is slightly 

increased to 120 milliseconds, accuracy drops to 

89.5% in the moderate complexity category. Here 

the model yields 145 true positives and 140 true 

negatives with 15 false negatives and 10 false 

positives. 

The accuracy falls to 86.0% and the processing 

time increases to 140 milliseconds for complex 

gestures which further degrades the performance. 

There are 130 true positives and 125 true negatives 

as a result of this complexity with 20 false 

negatives and 15 false positives. Based on these 

findings it can be seen that although the model 

performs well for simpler gestures it becomes less 

effective for more complex gestures indicating that 

additional optimization is necessary. 

 

5.5 Detection Time by Gesture Type 

The proposed BERT + LSTM model is used to 

generate performance metrics for various Indian 

Sign Language (ISL) gestures as shown in the table 

3 and Figure 10. With 110 milliseconds of detection 

time the model achieves 91.5% accuracy for static 

signs. True positives and true negatives are 155 and 

143 respectively while the number of false 

negatives and false positives is 12 and 8. With 89. 

2% accuracy and a detection time of 130 

milliseconds dynamic signs perform marginally 

worse. True positives are at 140 and true negatives 

are at 130 for this kind of gesture yielding 20 false 

negatives and 15 false positives. Complex signs 

cause the model to perform the worst increasing  

 
Figure 10. Gesture type detection time 

 

detection time to 140 milliseconds and lowering 

accuracy to 87.8 %. Complex signs produce twenty 

false positives and twenty false negatives true 

positives and true negatives on the other hand come 

out to 120 and 115 respectively. This variation in 

performance shows that the model is effective at 

processing simpler static gestures but it still has 

room to improve when it comes to processing more 

complex and dynamic gestures. 

 

5.6 Algorithm Comparison 

 

Figure 11 presents a comparative analysis of the 

significant metrics of different sign language 

recognition models. Precision recall and F1 scores 

for the CNN + LSTM model are 0.83, 0.87 and 

0.85 respectively resulting in an accuracy of 87. 

5%. The RNN + GRU model with an accuracy of 

86.2 % shows lower precision and recall scores of 

0.80 and 0.84 and has a processing time of 70 ms 

per frame. Its frame rate is 17 fps its test loss is 0. 

35 and its validation loss is 0.38. The latency is 90 

ms. Transformers + GRU offers improved 

performance with an accuracy of 89% precision and 

recall of 0.85 and 0.88 processing time of 55 ms per 

frame validation and test losses of 0.32 and 0.30, it 

yields a frame rate of 15 fps and a latency of 100 

ms. With 91% of accuracy, precision of 0.88, recall 

of 0.91 and processing time of 50 ms per frame, the 

BERT + GRU model exhibits improved results. It 

reaches a frame rate of 18 fps and a latency of 85 

ms. This study proposes the BERT + LSTM model 

which outperforms all others with an accuracy of 

92.1 %, precision of 0.89, recall of 0.93 and 

processing time of 45 ms per frame. It is the most 

efficient model for real-time sign language 

recognition with the lowest validation and test 

losses at 0.25 and 022 the highest frame rate of 22 

fps and the lowest latency at 75 ms.  
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6. Conclusion 

A method for classifying sign language recognition 

is proposed in this work. For everyday people and 

deaf-mute people alike sign language is the primary 

means of communication. In real-world contexts 

such as advanced artificial intelligence security 

communication and more it is extremely 

unforgiving. Here the suggested BERT + LSTM 

model outperforms previous models in terms of 

accuracy precision and processing efficiency when 

it comes to word-level recognition of Indian Sign 

Language (ISL). Through creative model 

configurations and optimizations the thorough 

evaluation of numerous models reveals notable 

improvements in real-time sign language 

recognition. 

 With an accuracy of 92. 1 % the BERT + LSTM 

model significantly outperforms the baseline 

model in terms of performance metrics. The 

baseline accuracy was 85. 7 %. This 

development shows how well BERTs 

bidirectional encoding and LSTMs sequential 

processing work together.  

 By incorporating data augmentation and 

regularization the models performance is further 

enhanced achieving the highest accuracy of 95. 

BERT + LSTM + Augmentation + 

Regularization makes up 2%. This suggests that 

these techniques are essential for improving the 

models precision and resilience.  

 The optimized BERT + LSTM model shows 

remarkable processing efficiency with a 

processing time of 45 ms per frame. Given that 

it is much lower than other models this suggests 

that it is appropriate for real-time applications. 

The model is effective for simple gestures but 

more optimization is needed to handle more 

complicated sign language gestures effectively. 

For simple and intricate gestures its accuracy 

decreases.  

 The model performs worst with dynamic and 

complex signs suggesting that more work is 

needed to handle a greater variety of gesture 

types. It works best with static signs.  

 Comparing the recommended BERT + LSTM 

model to other models such as CNN + LSTM 

and Transformers + GRU the former has the 

best accuracy precision and processing time. 

This demonstrates how effective it is as the most 

advanced real-time ISL recognition system.  

 

Table 1. Mathematical formulation of performance metrics 

Component Equation Purpose 

BERT - Self-

Attention 

Calculation 

Attention(𝑄, 𝐾, 𝑉) = Softmax (
𝑄𝐾𝑇

√𝑑𝑘
) 

BERT’s self-attention 

mechanism computes 

attention scores between 

different parts of the 

image to focus on relevant 

spatial features. 

BERT - 

Multi-Head 

Attention 

MultiHead(𝑄, 𝐾, 𝑉)
= Concat(head1,  head 2, … ,  head ℎ)𝑊

𝑂 

 

Multi-head attention 

allows the model to learn 

attention scores from 

multiple subspaces 

simultaneously, improving 

feature detection. 

BERT - 

Position-

Wise Feed-

Forward 

Network 

FFN(𝑥) = max(0, 𝑥𝑊1 + 𝑏1)𝑊2 + 𝑏2 

 

This network applies non-

linearity and 

transformation to the 

attention outputs, 

improving BERT's spatial 

understanding. 

LSTM - 

LSTM Cell 

Computation 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)

𝑐𝑡 = 𝑓𝑡 ⋅ 𝑐𝑡−1 + 𝑖𝑡 ⋅ tanh⁡(𝑊𝑐 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)

ℎ𝑡 = 𝑜𝑡 ⋅ tanh⁡(𝑐𝑡)

 

 

LSTM captures sequential 

dependencies between 

gestures, crucial for 

understanding the 

continuous flow of ISL 

signs. 
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Table 2. Accuracy by Gesture Complexity 

Gesture 

Complexity 

Accuracy 

(%) 

Processing Time 

(ms) 

False 

Negatives 

False 

Positives 

True 

Positives 

True 

Negatives 

Simple 93.0 100 10 5 160 150 

Moderate 89.5 120 15 10 145 140 

Complex 86.0 140 20 15 130 125 

  

Table 3. Detection Time by Gesture Type 

Gesture 

Type 

Accuracy 

(%) 

Detection Time 

(ms) 

False 

Negatives 

False 

Positives 

True 

Positives 

True 

Negatives 

Static Signs 91.5 110 12 8 155 143 

Dynamic 

Signs 

89.2 130 20 15 140 130 

Complex 

Signs 

87.8 140 25 20 120 115 

 

  

(a) (b) 

Figure 11. Comparative analysis of Proposed Vs existing method 

 

Finally, the BERT + LSTM model offers both high 

accuracy and efficiency for real-time applications 

and with additional augmentation and 

regularization it represents a significant 

advancement in sign language recognition 

technology. 
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