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Abstract:  
 

Electromagnetic resonance is the most important distinguishing property of 

metamaterials to examine many unusual phenomena. The resonant response of 

metamaterials can depend many parameters such as geometry, incident wave 

polarization. The estimation and the design of the unit cells can be challenging for 

the required application. The research on resonant behavior can yield promising 

applications. We investigate the resonance frequency of the chiral resonator as a 

unit of chiral metamaterial employing both traditional machine learning 

algorithms and convolutional deep neural networks. To our knowledge, this is the 

very first attempt on chiral metamaterials in that comparing the impact of various 

machine learning algorithms and deep learning model. The effect of geometrical 

parameters of the chiral resonator on the resonance frequency is studied. For this 

purpose, convolutional neural networks, support vector machines, naive Bayes, 

decision trees, random forests are employed for classification of resonance 

frequency. Extensive experiments are performed by varying training set 

percentages, epoch sizes, and data sets. Experiment results demonstrate that the 

usage of convolutional neural networks is superior in terms of prediction 

performance of chiral metamaterial resonance compared to the other techniques 

with 58.29% of accuracy on dataset1, and 68.77% of accuracy on dataset2. 

 

 

1. Introduction 
 

The chirality refers to a structural property of an 

object that cannot be superimposed on its mirror 

image [1]. The existence of chirality in nature at 

macro and molecular scale lead to a wide variety of 

research. Despite the natural phenomenas [2], 

artificially made materials called metamaterials can 

exhibit chiral properties. Metamaterials are 

composed of periodically arranged resonant 

elements, unit cells, which show unnatural 

electromagnetic and optical properties, such as 

negative refraction, which are not seen in naturally 

occurring materials [3,4]. Various chiral resonators 

are used to build chiral metamaterials such as helical 

wires, chiral split ring resonators (SRR) [5], 

gammadions [4] or cross-wire [6] structures. The 

optical response of chiral metamaterials is studied 

also in terahertz regime [7-10]. Some designs are 

proposed to avoid bianisotropic effects [11-12]. 

Omega shaped particles are another building blocks 

of metamaterials for the realization of the negative 

index which is experimentally verified [13-14]. 

Transmission properties of metamaterials formed by 

omega shaped inclusions are investigated in [15]. It 

is shown that the periodic arrays can be employed in 

stop/pass band applications due to the 

magnetoelectric resonances. Another artificial chiral 

object is called a canonical spiral replacing a helix in 

order to simplify the electromagnetic analysis [16].  

In [17], an analytical antenna model is used to 

analyze such chiral scatterers. The canonical spiral 

is designed for chiral metamaterials where 

independently the linear polarization of the incident 

wave can be radiated as a circularly polarized wave 

[18]. As a consequence of the design, a particular 

helicity is completely transparent for circular 

electromagnetic waves of the same helicity [18]. The 

canonical spirals are capable also in cloaking 

application [19].  
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In this work, we design a metamaterial structure 

given a desired chiral response or even to simply 

predict the trend in chiral response as the structure 

transforms. The electromagnetic response of 

canonical spiral shaped chiral resonators in the 

microwave regime will be examined by a proposed 

method based on both machine learning algorithms 

and deep learning methodology. The application of 

deep learning algorithms are rather popular in recent 

years in different research fields such as image 

processing, natural language processing, speech 

recognition, video processing, sentiment analysis, 

text classification, computer vision, pattern 

recognition, and machine translation. Furthermore, 

deep neural network models are also utilized in 

various research domains beyond computer science 

such as physics with various subfields like material 

science, chemistry, laser physics, particle physics, 

quantum mechanics, and microscopy [20-26]. Deep 

learning networks applied in many studies to the 

inverse engineering to reveal the metamaterials 

response in optics and acoustics [27-30]. For the 

purpose of eliminating disadvantages of 

conventional machine learning algorithms, deep 

learning methodology is preferred by the researches 

in many fields because of its superior performance. 

In other words, the main reason behind the choice of 

deep learning models by the researchers both better 

representation of features, predictions, and results 

when compared with traditional machine learning 

algorithms. Deep learning models are mostly 

employed to ensure automatic feature extraction 

procedure thereby training complex features with 

minimal external support to achieve meaningful 

representation of data through deep neural networks. 

Besides automatic feature extraction, deep learning 

methods are also used for the purpose of 

classification tasks in many fields. Due to both 

excellent performance of deep learning models in the 

state-of-the-art studies and the lack of 

implementation of deep learning models on optical 

chiral metamaterials subfield, we concentrate on 

Convolutional Neural Network (CNN) as deep 

learning model for the purpose of eliminating this 

deficiency in this study, in addition to machine 

learning algorithms. 

In the present work, the resonance frequency of the 

chiral structure as a unit of chiral metamaterial is 

studied using both traditional machine learning 

algorithms and convolutional deep neural networks. 

The main objective of this study is the prediction of 

the resonance response of the canonical spiral 

through the proposed model. For this purpose, 

convolutional neural networks, support vector 

machines, naive Bayes, decision trees, random 

forests are used for frequency selective 

classification. The novelty of this study is to 

investigate the impact of the most popular deep 

learning method, CNN, which is not implemented 

yet on the chiral metamaterial design. To the best of 

our knowledge, this is the very first study on chiral 

metamaterials in that comparing the impact of 

various machine learning algorithms and deep 

learning model. 

The paper is organized as follows: In section 2, 

machine learning algorithms and convolutional 

neural network employed in this study is introduced. 

In section 3, we describe the chiral resonator and the 

numerical model from which we gathered the data 

and the proposed framework. The section 4 

discusses the results and then we conclude the paper. 

 

2. Models 
 

In this section, methods used in this work are briefly 

presented. 

 

2.1. Naive Bayes Algorithm (NB) 

 

Naive Bayes is a well-known and mostly employed 

classification model for both two-class (binary) and 

multi-class classification problems. The naive Bayes 

algorithm is based upon independency of features in 

the data set that is base of Bayes's theorem. It is easy 

to construct and not complex which makes it 

especially beneficial for huge data sets. In spite of its 

simpleness, the Naive Bayes algorithm works well 

and presents superior classification performances 

compared to more complicated classification 

models. There are different event models for NB 

algorithm such as Gaussian naive Bayes, 

Multinomial naïve Bayes, Bernoulli naive Bayes, 

etc. Gaussian NB model is the easiest way to forecast 

the distribution of the data set because it predicts just 

the standard deviation and the mean of training data 

set. In this work, we focus on the Gaussian naive 

Bayes method [31-36]. 

 

2.2. Support Vector Machine (SVM)  

 
Support vector machine (SVM) is employed as a 

supervised learning method that is used for 

classification and regression problems. The main 

purpose of support vector machine method is to 

discover a hyperplane in an N-dimensional space 

that plainly categorizes the points of data set. 

However, support vector machine is responsible for 

finding a plane with the maximum space between 

data points of both categories among many potential 

hyperplanes for the purpose of dividing the two 

classes. This procedure is called margin 

maximization that facilitates the classification task 

for unseen instances with more confidence. 

Furthermore, SVM is also capable to implement 
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non-linear classification task in addition to linear 

classification which is called kernel trick, implicitly 

mapping their inputs into high-dimensional spaces. 

According to data set distribution, there are too many 

kernel tricks such as linear, polynomial, radial basis 

function, sigmoid when SVM is constructed. In this 

work, each version is implemented and polynomial 

is selected as the best [33-40]. 

 

2.3. Decision Tree (DT) 

 

Decision tree method is one of the predicting models 

employed in machine learning. Decision trees are 

also popular machine learning algorithms in terms of 

their comprehensibility and simplicity. The main 

objective of decision trees is to construct a model 

that predicts a target value (class) based upon 

different inputs. A decision tree is evaluated as a 

predictive model with branches and leaves. Here, 

observations are the branches while target value of 

related observation is represented as leaves. In 

classification trees, class labels are demonstrated 

with leaves and association of the features are 

indicated as branches. In other words, a tree is 

constructed by dividing the source data set, 

composing the root node of the tree, into subsets 

(children). The dividing procedure is implemented 

with a set of splitting rules based upon features of 

classification. When this procedure is repeated for 

each derivate subset, it is called as recursion. 

Recursion is finished when target variable has same 

results at a node for each subset. This widely 

accepted approach for decision trees is known as 

top-down induction that signs the greedy algorithm. 

As a summary, decision trees ensure the 

consolidation of computational and mathematical 

methods to obtain the classification of the dedicated 

data set [33,41-43]. 

 

2.4. Random Forest (RF) 

 

Random forest is based on a large number of 

decision trees that constructs a community decision 

system. Each decision tree in a community 

demonstrates the class forecast and final decision is 

determined by voting according to majority. 

Random forests are proposed in order to eliminate 

the over-fitting problems of decision trees. The basic 

idea behind of random forest is constructing the 

common decision of different models which exhibits 

more successful classification success compared to 

the only one classifier. Here, two main concepts are 

important. It is expected that each individual tree is 

constructed through low correlated models in a 

random forest and high classification success. The 

main reason behind of this expectation is to interfere 

individual errors of each tree from each other by 

reducing relation between models. In this work, the 

number of individual trees is set to 25 due to its 

superior performance compared to 10, 50, 75, and 

100 of trees [34-35,44-46]. 

 

2.5. Convolution Neural Network (CNN) 

 

Convolutional neural network is a type of deep 

neural networks, mostly applied especially in image 

processing field. CNNs exhibits notable 

classification results in natural language processing, 

financial time series, video processing and are also 

popular in these domains. The name this network 

model comes from the series of mathematical 

process named as convolution and is a type of 

customized linear operations. CNN is mainly 

constructed with input layer, multiple hidden layers, 

and output layer. Hidden layers of CNN are 

comprised from the sets of convolutional layers that 

rely on a convolution instead of matrix 

multiplication in at least one of their layers. CNN 

methodology includes a set of convolutional layers 

intertwined with pooling layers, followed up several 

fully connected layers. During this procedure, the 

most significant layer is the convolution layer that 

implement a filter of convolution to input in order to 

attain a feature map of input data. In order to get 

multiple features, multiple filters are carried out 

during training process and filters are capable to 

define the context of an investigated problem. After 

that, convolution process is implemented to acquire 

feature maps which indicates dependencies among 

features, local features of data set. Then, pooling 

layers that are intertwined with convolutional layers 

are acted to decrease the number of instances in each 

feature map and keep the most significant 

information about data. Through down sampling 

characteristic, the decrease in training time of the 

system and dimension reduction of data set are 

provided. There are several kinds of pooling layers 

such as max pooling, average pooling, global max 

pooling, global average pooling. In this work, 

maximum pooling is utilized which is generally also 

employed in literature studies. Actually, feature 

extraction is performed through convolution and 

pooling layers until this step. After, the output of 

pooling layers is converted nx1 dimensional vector 

in order to feed fully connected layers which is 

called flattening. Then, final decision of the system 

is determined by the help of fully connected layers. 

In CNN architecture like other deep neural networks, 

there are too many methods to avoid over-fitting 

challenge such as regularization models, early 

stopping criteria. In this study, we use dropout, L2 

regularizator, and early stopping criteria for this 

purpose [33, 35, 47-55]. 
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3. Proposed Framework 

 

3.1. Data Preparation 

 
In this part, data preparation is introduced. Figure 1 

shows the schematic view of the canonical spiral 

which is composed of a torus with a gap 𝑔 =
0.9 𝑚𝑚 and two rods residing from edges of the gap 

in opposite directions perpendicular to the plane of 

the torus. The outer radius of torus is 𝑟𝑜𝑢𝑡 = 2 𝑚𝑚 

and torus thickness 𝑟 = 0.8 𝑚𝑚; two legs are of 

length 𝑙 = 2 𝑚𝑚. The thickness of the torus is kept 

fixed, while the gap size, radius of the torus and the 

length of the legs is varying. In data gathering 

process, three gap sizes are used between 0.9 𝑚𝑚 

and 1.1 𝑚𝑚. For each gap size, we are changing the 

length of the rods and the radius of the torus between 

2 𝑚𝑚 and 3 𝑚𝑚 with a step size 0.1 𝑚𝑚. 

 

 
 
Figure 1. The canonical spiral has gap 𝑔, length of the 

rods 𝑙, thickness 𝑟, and outer radius of the torus is 𝑟0. 

Four orientations i-iv of the canonical spiral with 

respect to E, B field and the propagation direction of the 

incident plane wave. 

 

The structure is taken as perfect electric conductor 

(PEC). The embedding environment is taken as air. 

A plane wave travelling along +x-axis is incident on 

the structure where the electric field is linearly 

polarized along y-axis, and the magnetic field is 

along z-axis. The resonant frequency response of the 

canonical spiral is obtained analyzing the 

transmission (S21 dB) spectrum between 5 −
11 𝐺𝐻𝑧. The four possible orientations of the 

canonical spiral with respect to the incident EM 

wave is examined and their resonance response is 

used in classification. The simulations are computed 

in CST Microwave studio software, which uses 

finite element methods, in frequency domain solver. 

The EM wave is excited defining ports and relevant 

boundary conditions 

 

3.2. Model 

 
In this work, we focus on the estimating resonance 

frequency of chiral metamaterial by employing both 

traditional machine learning models and a deep 

learning algorithm. For this purpose, naive Bayes 

(NB), support vector machine (SVMs), decision 

trees (DTs), random forests (RFs) are evaluated as 

machine learning algorithms and convolutional 

neural networks (CNNs) are appraised as a deep 

learning model in order to estimate of chiral 

metamaterial resonance. To demonstrate the 

efficiency of proposed design, we collect two data 

sets (dataset1, dataset2) that contain 1,210 and 

2,057 instances, respectively. The number of 

features and class labels are the same for both data 

sets. Features evaluated in the training procedure are 

length of the rods, outer radius of torus, thickness of 

torus, gap, orientation in millimeters. Resonance 

frequency is located as class label in giga hertz. The 

main objective of our study is assigning resonance 

frequency of unseen/unlabeled instances in the data 

set by training model through machine learning 

algorithms and a deep learning model. In order to 

prepare data set for training procedure, there are 

some adaptations by converting categorical values 

into numerical ones such as orientation attribute. 

Moreover, class label is scaled per 0.05 precision 

starting from 0 to 1 corresponding to canonical spiral 

designs with a resonance frequency classes 5 −
11 𝐺𝐻𝑧 with a stepsize 0.05. After that, the data set 

is randomly splitted into training and test sets by 

varying training set size as 80, 50, 30,10. The 

remainings are carried out as test set percentages. To 

achieve a reliable prediction, the holdout process is 

recurred 10 times and an overall accuracy is 

calculated by taking averages of each iteration. In the 

tables, the following abbreviations are employed. 

Ts: Training set size, NB: Naive Bayes algorithm, 

SVM: Support vector machine, DT: Decision tree, 

RF: Random Forest algorithm, CNN: Convolutional 

neural network. The best classification results are 

exhibited in boldface in the tables. Furthermore, 

accuracy is appraised as an evaluation metric. In 

Figure 2, the proposed framework is presented. 

 

 
 
Figure 2. The canonical spiral geometrical parameters 

and its orientation given as input to the convolution plus 

pooling layers, as output we get the resonance frequency 

which corresponds to a dip in the transmission spectrum. 

 

4. Experiment Results 
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Firstly, the effect of conventional machine learning 
algorithms is investigated on frequency prediction of 
chiral metamaterials. Then, convolutional neural 
networks are evaluated in order to observe the 
impact a deep learning model on this classification 
task. Table 1 and Table 3 demonstrates the 
classification accuracies of machine learning models 
and deep learning model on both data sets in terms 
of training set percentages. First of all, it is clearly 
observed in Table 1 and Table 3 that the usage of 
ts80 boosts the classification accuracy of each 
model. The poorest classification performance is 
exhibited at ts10 because the data set allocated for 
training is very small. As the training set percentage 
increases, classification accuracy of the system is 
enhanced as expected. For this reason, the setting of 
training set percentage to 80 is an effective way 
when system performance is considered. 

In Table 1, the resonance frequency classification 
results of each algorithm are presented on dataset1 
by varying training set sizes. When the average 
results are considered, the best classification 
accuracy is achieved with 51.76% of accuracy at 
ts80. It is followed by 50.07%, 48.74%, 43.48% of 
accuracies at ts50, ts30, and ts10, respectively. At 
ts80, CNN as a deep learning model outperforms all 
traditional machine learning algorithms by reaching 
58.29% of accuracy level. This means that CNN 
exhibits an outstanding classification performance 
when both conventional machine learning models 
and mean classification success of the system are 
considered. The classification performance of each 
model is ordered at ts80 as CNN, RF, SVM, NB, DT 
with 58.29%, 54.45%, 54.22%, 53.70%, 38.15% of 
accuracies, respectively. This indicates that CNN 
has shown approximately an increase of at least 4% 
in classification performance compared to the best 
conventional machine learning classifier RF. 
Considering the poorest classification performance 
of the machine learning algorithm DT, CNN 
displays nearly a maximum 10% increase in 
classification success. If a deep learning algorithm 
was not included in the proposed system, the random 
forest method as a machine learning model would be 
the ideal method for this resonance frequency 
classification task. In Table 2, all evaluation metrics 
are demonstrated in order to observe the success of 
classifiers. In Table 3, the resonance frequency 
classification accuracies of each method are 
exhibited on dataset2 by changing training set 
percentages. We observe the significant 
improvement when data set is extended by gathering 
more instances in classification accuracies of CNN 
model. While the best classification algorithm 
presents 58.29% of accuracy on dataset1, CNN 
performs 68.77% of accuracy at the same training set 
size. success for CNN is arisen from the extended 
version Approximately, 10% enhancement in 

Table 1. Classification accuracies of each model on 

dataset1 in terms of training set percentages 

Models 
Training Set Percentages (ts) 

ts80 ts50 ts30 ts10 

CNN 58.29 56.05 55.12 49.50 

SVM 54.22 53.85 52.46 47.17 

DecTree 38.15 36.56 35.09 29.00 

NavieBayes 53.70 50.11 49.20 44.82 

Random 

Forest 
54.45 53.78 51.84 46.90 

Average 51.76 50.07 48.74 43.48 

 

Table 2. The results of evaluation metrics on dataset1 at 

ts80. 

Models 
Evaluation Metrics 

Accuracy F-measure Precision Sensitivity 

CNN 58.29 65.44 62.13 68.75 

SVM 54.22 60.85 57.02 65.80 

DecTree 38.15 33.67 30.33 38.24 

NavieBayes 53.70 59.38 57.25 63.72 

Random 
Forest 

54.45 61.74 61.16 60.98 

Average 51.76 56.22 53.58 59.50 

 

classification of data set when the same experimental 
settings are taken into account. The similar 
classification performance order is observed on 
dataset2 as CNN> RF> SVM> NB> DT at ts80. On 
dataset2 at ts80, a minimum of 13% enhancement 
and a maximum of 22% improvement is observed 
when the classification performances of RF and DT 
are considered, respectively. As a result of Table 1 
and Table 3 on both data sets, CNN as a deep 
learning algorithm performs superior classification 
performance while DT as a machine learning 
algorithm performs the poorest resonance frequency 
classification success. In Table 4, all evaluation 
metrics are indicated to observe the performance of 
classifiers. 

Table 3. Classification accuracies of each model on 

dataset2 in terms of training set percentages 

Models 
Training Set Percentages (ts) 

ts80 ts50 ts30 ts10 

CNN 68.77 66.10 61.53 55.40 

SVM 54.91 54.05 47.64 39.00 

DecTree 46.42 45.11 38.88 32.56 

NavieBayes 52.20 50.32 45.09 37.91 

Random 

Forest 
55.84 54.72 49.36 42.55 

Average 55.63 54.06 48.50 41.48 
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Table 4. The results of evaluation metrics on dataset2 at 

ts80. 

Models 
Evaluation Metrics 

Accuracy F-measure Precision Sensitivity 

CNN 68.77 76.51 73.04 80.59 

SVM 54.91 59.27 56.75 64.82 

DecTree 46.42 40.05 38.27 47.33 

NavieBayes 52.20 57.78 55.15 65.10 

Random 

Forest 
55.84 61.42 60.09 69.71 

Average 55.63 59.01 56.66 65.51 

 

Figure 3 demonstrates training-validation loss and 

training-validation accuracy values of the best model 

CNN at ts80 in terms of epoch sizes on dataset2. As 

the number of epoch size increases, both training 

loss and test loss vary up to a certain epoch value 

which is 80 in this study.  

 

Figure 3. Training-validation loss and training-

validation accuracy results of CNN model at ts80 in 

terms of epoch size on dataset2. 

 
The training procedure can be stopped after this 

stage as no changes are observed in the subsequent 

increases in the number of attempts. Moreover, over-

fitting problem is handled employing early stopping 

criterion, dropout function, and L2 regularization as 

seen in Figure 1. This means the proposed model is 

trained with CNN method on dataset2 without any 

over-fitting challenge. 
 

5. Conclusion and Discussion 
 

In this work, we concentrate on the estimation of 

chiral metamaterial resonance by comparing the 

classification performance of both conventional 

machine learning models and convolutional neural 

networks as deep learning model. For this purpose, 

convolutional neural networks, support vector 

machines, naive Bayes, decision trees, random 

forests are employed for the classification of 

resonance frequency. Comprehensive experiments 

are carried out by varying training set percentages, 

epoch sizes, and data sets. Experiment results 

demonstrate that the usage of CNN as a deep 

learning model exhibits superior classification 

success in resonance frequency compared to the 

traditional machine learning algorithms. Depending 

on the application, the resonant structure can be 

designed by its geometrical parameters and relative 

positioning in the electromagnetic field. In future, 

we plan to investigate the impact of various deep 

learning algorithms on frequency of chiral 

metamaterial resonance and relative importance of 

design parameters on the resonance frequency. 
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