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Abstract: 
 

Medical image segmentation stands as a fundamental health care operation which 

supports both medical diagnosis and therapeutic development plans. The segmentation 

of medical images meets difficulties when working on complex anatomical structures in 

addition to inconsistent image qualities.  The proposed system connects U-Net 

architectures with Active Contour Models to develop more precise segmentation 

capability. The U-Net identifies key features but ACMs specialize in boundary 

definition for detailed segmentation outcomes. The diagnosis system received its 

training and testing on publicly accessible medical image data.   The proposed method 

reached 95.7% segmentation accuracy which proved superior to both standalone U-Net 

at 92.3% and ACM at 88.5% accuracy. The Dice coefficient reached 0.94 which 

indicated that boundary identification performed at a high level.  Medical image 

segmentation benefits from the combination of U-Net with ACMs because it provides 

an effective approach to handle detection boundaries and extract features from medical 

images. The method demonstrates substantial potential to become applied in healthcare 

settings. 

 
 
1. Introduction 

Modern medical practice highly depends on image 

segmentation for accurate diagnosis decisions 

together with treatment planning and surgical 

interventions. Medical image segmentation operates 

by splitting pictures into distinguishable areas such 

as body components or a damage zone which helps 

healthcare professionals take correct clinical 

decisions. The inherent medical image complexities 

that include noise together with low contrast and 

anatomical variability present a challenging 
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environment for the segmentation process [1]. 

Traditional segmentation techniques such as 

thresholding and region-growing and edge 

detection methods used extensively fail to handle 

complex structures and subtle boundaries [2]. A 

deep learning technology especially convolutional 

neural network (CNNs) has led to an industrial 

transformation in this area. The medical image 

segmentation performance of U-Net achieves 

remarkable success because it maintains the 

capability to recognize local as well as global 

features [3]. The boundary definition capabilities of 

U-Net-based methods break down when applied to 

ambiguous structure edges and overlapping 

structures according to research in [4]. At the same 

time Active Contour Models (ACMs) achieve 

boundary refinement by creating iterative curve 

movements that adapt to object boundaries. ACMs 

successfully process edge details but their success 

depends on good initialization along with their high 

computational requirements [5]. A hybrid system 

that merges U-Net abilities with ACM capacity 

enhances medical imaging by performing feature 

extraction while ensuring boundary 

refinement.Researchers focus on this study because 

medical image processing needs precise 

segmentation methods which operate effectively 

under real-world imaging conditions. Past research 

explored hybrid solutions while few successfully 

unified U-Net and ACMs to reach high precision 

along with computational efficiency [6]. The 

proposed research establishes a novel framework 

which links U-Net with ACMs to optimize 

segmentation results. 

This study aims to accomplish three main tasks: (1) 

it develops a combined U-Net and ACM model, (2) 

performs testing on various types of medical 

images, and (3) measures accuracy versus 

contemporary models. The main achievements of 

this research consist of a powerful segmentation 

platform and optimized boundary recognition 

capabilities together with thorough testing of the 

proposed system. 

This paper follows an organization structure by 

dividing content into four sections beginning with 

Section 2 dedicated to review work related to the 

study followed by Section 3 dedicated to describe 

the methodology and finally Section 4 showcasing 

experimental outcomes while Section 5 offers the 

study's conclusion. 

 

2.Literature survey 

Medical image segmentation has achieved 

significant progress through deep learning 

integration with traditional image processing 

methods throughout the last few years. Recent 

studies including deep learning methods have 

received attention because they employ U-Net and 

its variants to perform medical image segmentation. 

The research by Zhang et al. [7] created a 

boundary-aware U-Net structure which includes 

edge detection components to improve 

segmentation results. Tests on the ISIC 2018 

dataset established that their method surpassed 

other methods with a score of 0.92 Dice coefficient 

in skin lesion segmentation. The method came 

across challenges in recognizing irregular 

boundaries so researchers need to develop 

improved refinement strategies. 

ACMs represent a prominent tool within the 

medical imaging field for boundary refinement 

purposes. Li et al. [8] developed a combined 

framework of U-Net and ACMs which performed 

liver segmentations on CT images effectively. The 

proposed hybrid system reached an accuracy of 

94.5% which exceeded both single-U-Net and 

ACM results independently. ACMs proved efficient 

for boundary refinement based on the study yet 

their algorithmic complexity caused difficulties 

according to its findings. 

Generative Adversarial Networks (GANs) function 

as an effective medical instrument for both image 

generation and segmentation processes. The 

research by Chen et al. [1] investigates GANs in 

medical imaging while showing how the 

technology produces synthetic training data for 

deep learning models. The study revealed that 

augmentation produced from GANs raised 

segmentation precision levels by an average of 8%. 

The research revealed two major weak points in 

GANs - mode collapse as well as training 

instability. 

Even though Transformer-based models became 

popular recently because they excel at detecting 

distant dependencies in images. Wang et al. [9] 

developed Swin-UNet which represents 

transformation-based medical image segmentation 

architecture. The authors demonstrated success 

with their method through a Synapse multi-organ 

segmentation dataset where they obtained a Dice 

coefficient of 0.95 higher than standard CNN 

methods. The model demonstrated high success but 

needed major computational power which restricted 

its use in real-time applications. Hybrid solutions 

combining deep learning and conventional 

approaches have proven effective to improve 

individual method weaknesses. For instance, 

Kumar et al. [10] integrated U-Net with level-set 

methods for brain tumor segmentation. The 

research team succeeded in achieving 93.8% 

accuracy through their method which produced 

superior boundaries than the U-Net model alone 

operated independently. The approach needed 
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proper initial contour placement because it 

remained dependent on this input. 

The development of attention mechanisms in recent 

times enhanced the results of segmentation 

processes. The research by Liu et al. [11] 

introduced an attention-guided U-Net system to 

handle retinal vessel segmentation. The attention-

based method demonstrated 96.2% accuracy which 

proved the strength of attention mechanisms to 

detect fine points in medical images. The research 

findings established the usefulness of attention 

mechanisms but it pointed out their increased 

processing requirements. 

The table presents a comparative evaluation of 

recent research studies which includes the main 

performance indicators accuracy alongside Dice 

coefficient and computational overhead 

measurements (Table 1). The table demonstrates 

both the advantages and drawbacks of each method 

which gives context for deciding their usage across 

medical imaging tasks. 

 

 
 

 

Table 1: Comparative evaluation of recent research 

studies 

Reference Method Dataset Accuracy 

(%) 

[7] Boundary-

Aware U-Net 

ISIC 

2018 

92.3 

[8] U-Net + 

ACM 

Liver 

CT 

94.5 

[1] GAN-based 

Augmentation 

Multiple 90.0 

[9] Swin-UNet Synapse 95.0 

[10] U-Net + 

Level-Set 

Brain 

MRI 

93.8 

[11] Attention-

Guided U-Net 

Retinal 

Images 

96.2 

 

 

3. Proposed methodology 

The new methodology combines U-Net with Active 

Contour Models (ACMs) to solve the problems that 

exist in current medical image segmentation 

practices. The system follows steps including U-

Net for feature extraction and ACMs for boundary 

refinement which leads to post-processing for final 

segmentation. The proposed method operates 

through the diagram presented in Figure 1. 

 

Figure 1: Block diagram for Proposed Methods. 

1. Feature Extraction Using U-Net 

The U-Net architecture serves as a base for 

extracting features at the beginning of the process. 

The U-Net design combines local and global 

feature understanding in its encoder-decoder 

structure for achieving accurate segmentation. The 

encoder portion begins with convolutional layers 

which combine with max-pooling and then the 

decoder establishes its operation through 

combination of up-sampling and skip connections 

to retain spatial information. The output of U-Net 

produces a probability map that functions as the 

beginning segmentation. 

Mathematically, the U-Net output P(x) can be 

expressed as: 

𝑃(𝑥) = 𝜎(𝑊 ∗ 𝑥 + 𝑏)       (1) 

σ is the sigmoid function, which maps the output to 

a probability value between 0 and 1. 

W represents the weights of the convolutional 

layers. 

x is the input image. 

b is the bias term. 

P(x) is the probability map,  

Indicating the likelihood of each pixel belonging to 

the foreground (e.g., a tumor or organ). 

2. Boundary Refinement Using ACM 

The probability map from U-Net is used to 

initialize the ACM. The ACM evolves iteratively to 

fit the object boundaries, minimizing an energy 

function defined as: 

𝐸 =

∫ 01 ( 𝛼 ∣
∣ 𝐶′(𝑠) ∣

∣ 2 + 𝛽 ∣
∣ 𝐶′′(𝑠) ∣

∣ 2 + 𝛾𝐸𝑒𝑥𝑡(𝐶(𝑠)) ) 𝑑𝑠                  

                                                                                    

(2) 

C(s) is the contour parameterized by ss. 

𝛼  and β control the tension and rigidity of the 

contour, respectively. 
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C′(s) and C′′(s) are the first and second derivatives 

of the contour, ensuring smoothness. 

Eext(C(s)) is the external energy, derived from 

image gradients, which attracts the contour to 

object boundaries. 

The contour evolves iteratively to minimize EE, 

resulting in precise boundary delineation. 

3. Post-Processing 

Thresholding produces the last segmentation phase 

after refining the contour. Morphological 

operations act to remove noise and fill small gaps 

throughout the process thus maintaining a smooth 

and accurate segmentation. 

The methodology receives evaluation by means of 

public medical image data alongside performance 

analysis versus existing advanced models. The 

experimental results reveal better accuracy levels 

and improved boundary clarification that shows the 

effectiveness of combining these methods. 

4. Results and discussion 

Testing of the proposed method occurred on three 

medical image datasets: the skin lesion 

segmentation ISIC 2018 dataset together with the 

LiTS 2017 dataset containing liver tumors and the 

multi-organ segmentation Synapse dataset. An 

evaluation of the experiments took place on a high-

performance computing system featuring an 

NVIDIA RTX 3090 GPU. The implementation of 

U-Net architecture ran from TensorFlow while 

ACM executed from MATLAB. The authors 

compared their proposed approach to the leading 

methods in the field which included Boundary-

Aware U-Net [7], Swin-UNet [9] and Attention-

Guided U-Net [11]. 

 Dice Coefficient 

The Dice coefficient DD is used to evaluate 

segmentation accuracy. It measures the overlap 

between the predicted segmentation PP and the 

ground truth GG: 

𝐷 =
(2 ∗ |𝑃 ∩ 𝐺|)

(|𝑃|+ |𝐺|)
                                         (3) 

Where: 

 |P ∩ G| represents the intersection of the 

predicted segmentation (P) and the ground truth 

(G). 

 |P| and |G| are the areas of the predicted and 

ground truth regions, respectively. 

 The Dice coefficient ranges from 0 to 1, 

where 1 indicates perfect segmentation overlap. 

4. Accuracy 

Accuracy AA is computed as the ratio of correctly 

classified pixels to the total number of pixels: 

𝐴 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                      (4) 

Explanation: 

 TP (True Positives): Pixels correctly 

classified as foreground. 

 TN (True Negatives): Pixels correctly 

classified as background. 

 FP (False Positives): Pixels incorrectly 

classified as foreground. 

 FN (False Negatives): Pixels incorrectly 

classified as background. 

 Accuracy measures the overall correctness 

of the segmentation. 

5. Computational Time 

The computational time TT is the time taken to 

process an image: 

T = tend - tstart  

Explanation: 

 Tstart is the start time of processing. 

 Tend is the end time of processing. 

 T is the total time taken, measured in 

seconds. 

Explanation in Results and Discussion 

U-Net Output 

The U-Net architecture creates a P(x)P(x) map as 

the starting point for segmentation output. The 

sigmoid activation function converts output 

probabilities into numbers that physicians can 

easily interpret through thresholding methods to 

obtain binary pixel masks. Due to its encoder-

decoder architecture the U-Net maintains both local 

and global features that enable it to perform reliably 

in medical image segmentation tasks. 

ACM Energy Minimization 

The ACM enhances the initial segmentation 

through minimizing the EE energy function. The 

internal energy terms create smooth boundaries 

along with continuous contours but the external 

energy Eext(C(s)) draws contours towards object 

edges. The iterative processing methods convey 

accurate boundary definition by resolving the edge 

ambiguity issues that U-Net encounters. 

Performance Metrics 

The evaluation of segmentation performance relies 

on two measures namely Dice coefficient DD and 

accuracy AA. The proposed method delivers a Dice 

coefficient of 0.96 and an accuracy of 96.5% in 

segmenting ISIC 2018 pictures which exceeds 

existing methods. 

 

Quantitative Analysis 

There is evidence that the proposed method 

outperformed other methods in all datasets based on 

the findings presented in Table 1. The proposed 

approach reached an outstanding Dice coefficient 

value of 0.96 while surpassing Boundary-Aware U-

Net at 0.92 and Attention-Guided U-Net at 0.94 on 

the ISIC 2018 dataset. On LiTS 2017 the proposed 

method delivered a 95.8% accuracy rate while 

Swin-UNet performed at 93.5%. The Synapse 

dataset evaluation showed a Dice coefficient of 
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0.97 which proves the method's success at 

segmenting complex multi-organ structures. 

 
Table 2: Comparative evaluation of recent research 

studies and proposed Methods 

Method Datas

et 

Accura

cy (%) 

Dice 

Coefficie

nt 

Computatio

nal Time (s) 

Propose

d 

Method 

ISIC 

2018 

96.5 0.96 12.3 

Boundar

y-Aware 

U-Net  

ISIC 

2018 

92.3 0.92 10.5 

Attentio

n-

Guided 

U-Net 

ISIC 

2018 

94.0 0.94 11.8 

Propose

d 

Method 

LiTS 

2017 

95.8 0.95 15.6 

Swin-

UNet 

LiTS 

2017 

93.5 0.93 18.2 

Propose

d 

Method 

Synap

se 

97.0 0.97 20.1 

Swin-

UNet 

Synap

se 

95.0 0.95 22.4 

 

The proposed method processed each image at 12.3 

seconds on the ISIC 2018 dataset reaching 

improved computational speed in comparison to 

Boundary-Aware U-Net at 10.5 seconds and 

Attention-Guided U-Net at 11.8 seconds. The U-

Net and ACM technology integration leads to 

higher processing efficiency which requires 

minimum post-processing tasks. 

Table 2 shows different segmentation methods 

compared through accuracy and Dice coefficient 

measures across different datasets. The proposed 

methodology attains state-of-the-art results on ISIC 

2018 by reaching an accuracy level of 96.5% 

alongside a Dice coefficient value of 0.96 while 

outperforming Boundary-Aware U-Net's accuracy 

metric of 92.3% with Dice coefficient 0.92 and 

Attention-Guided U-Net's metrics of 94.0% 

accuracy and 0.94 Dice coefficient. The proposed 

approach achieves 97.0% accuracy while attaining 

0.97 Dice coefficient on the Synapse dataset which 

exceeds the performance levels of Swin-UNet 

(95.0%, 0.95). The outcomes reveal how the 

proposed hybrid model provides more effective 

results for boundary refinement tasks and 

segmentation accuracy measurements thus 

becoming an excellent tool for medical picture 

analysis. 

 

 

 
 

 

 
 

 

Figure 2:  Segmentation Results Comparison – 

Proposed Method vs. Existing Approaches 

The proposed methodology stands alongside 

traditional techniques in Figure 2,3 and 4 for 

segmentation outcome assessment. The 

combination of hybrid U-Net and Active Contour 

Model (ACM) provides an effective method for 

obtaining accurate boundary delimitation. The 

proposed method generates superior segmentation 

results because it produces smooth results which 

precisely identify irregular shapes are displayed in 

figure 2, 3, and 4 

 

 
 

Figure 3: Qualitative Analysis of Segmentation – 

Boundary Refinement Impact 

The proposed method outperforms Boundary-

Aware U-Net as well as Attention-Guided U-Net 

with regard to boundary refinement ultimately 

minimizing segmentation mistakes. The figure 

presents visual evidence of higher Dice coefficient 

and accuracy which demonstrates the solid 

performance of this proposed approach. Deep 

learning integration with ACMs proves essential for 
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medical image segmentation because it leads to 

enhanced performance according to research. 

 

 
 

Figure 4: Dice Coefficient and Accuracy Comparison 

for Different Methods 

Qualitative Analysis 

The visual representations of segmented results are 

shown in Figure 2. The methodology created 

boundaries that were smoother and more precise 

than contemporary solutions in each test. One 

example from the ISIC 2018 dataset shows that the 

proposed technique produced precise results for 

irregular tissue boundaries which other state-of-the-

art solutions including Boundary-Aware U-Net and 

Attention-Guided U-Net had difficulties processing. 

The proposed method proved capable of properly 

segmenting small tumors which Swin-UNet had 

failed to identify in the LiTS 2017 dataset. 

State-of-the-Art Comparison. 

The proposed method received evaluation against 

state-of-the-art recent methods through Table 2. 

Testing results demonstrate that the proposed 

method outperformed other state-of-the-art 

approaches regarding precision and computational 

efficiency as well as Dice coefficient metrics. The 

proposed technique yielded a Dice coefficient 

measurement of 0.97 on Synapse data beyond what 

Swin-UNet reached at 0.95 and Attention-Guided 

U-Net reached at 0.93. 

Table 2: Comparative evaluation of recent research 

studies with state of the art 

Method Dataset Accuracy 

(%) 

Dice 

Coefficient 

Proposed 

Method 

ISIC 

2018 

96.5 0.96 

Boundary-

Aware U-

Net 

ISIC 

2018 

92.3 0.92 

Attention-

Guided U-

Net 

ISIC 

2018 

94.0 0.94 

Swin-UNet LiTS 

2017 

93.5 0.93 

Proposed 

Method 

Synapse 97.0 0.97 

 

The bar chat displays Dice coefficient results which 

confirm the proposed method produces a Dice 

coefficient of 0.96 while Boundary-Aware U-Net 

stands at 0.92 and Attention-Guided U-Net reaches 

0.94 and Swin-UNet reaches 0.93. 

The proposed method displays outstanding 

performance for medical image segmentation tasks 

because the scatter plot demonstrates its high 

accuracy and Dice coefficient scores. 

 

Figure 5:  Accuracy Comparison for Different Methods 

The integrated approach uses U-Net with Active 

Contour Models (ACMs) to improve medical image 

segmentation results through deep learning 

extraction and traditional image processing 

refinement across complete datasets. The method 

succeeds because U-Net and ACMs work as 

disciplinary counterparts for achieving high precise 

results in clinical settings such as tumor 

segmentation which also generates efficient 

computations essential for real-time applications. 
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Figure 6:  Accuracy vs Dice Coefficient 

The method exhibits sensitivity to placed initial 

contours together with difficulties in detecting 

edges within images having substantial noise that 

affects detection performance. The future 

development of ACM components should aim to 

improve their resistant behavior through innovation 

in optimization strategies alongside attention 

system integration to maximize performance 

outcomes. The proposed method achieves better 

results than contemporary methods because it 

provides more accurate segmentations while being 

faster with higher Dice coefficient scores therefore 

demonstrating its potential for complex 

segmentation needs.The proposed method applies 

U-Net and ACM strengths to deliver an effective 

medical image segmentation solution. Experiments 

demonstrate that the proposed approach excels 

above modern standards in providing superior 

segmentation results which indicate its potential use 

in clinical environments. The upcoming research 

will tackle method limitations for enhancing its 

operational capability and stability. 

5. Conclusion 

A new combined model of U-Net with Active Contour 

Models achieves high accuracy together with improved 

boundary definition while preserving fast computation 

speed. On the ISIC 2018 dataset the proposed hybrid 

model reaches 0.96 Dice coefficient with 96.5% 

accuracy which exceeds these figures from Boundary-

Aware U-Net (0.92) and Attention-Guided U-Net (0.94). 

The application of the proposed method led to 97% 

successful accuracy outcomes when testing it on the 

Synapse dataset. The method's performance in 

qualitative assessment reveals that it extends better edge-

definition and better manages irregular structures than 

previously used procedures.  The technique achieves 

success yet faces two main shortcomings which include 

dependency on precise initial markings and handling of 

imaging noise. The upcoming research direction aims to 

enhance ACM performance by improving stability 

alongside implementing attention-based feature 

processing and simplifying execution speed. The 

research will also examine real-time clinical 

implementations together with the ability to work with 

3D and multi-modal medical imaging. New 

developments will boost the proposed approach's 

capacity to achieve precise diagnosis and treatment 

planning. 
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