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This study presents a novel approach to predicting cloud resource usage, focusing on 

memory allocation in a Google cluster environment. By combining traditional time series 

analysis with advanced machine learning techniques, we developed a highly accurate 

predictive model that significantly outperforms existing methods. Our research began 

with ARIMA and SARIMAX models, providing insights into temporal patterns, and 

progressed to more sophisticated Prophet and Random Forest models, which greatly 

improved predictive accuracy. The key contribution of this study is the development of 

an ensemble model that combines predictions from Prophet and Random Forest. This 

innovative approach consistently outperformed individual models, achieving a 

remarkable mean squared error (MSE) of 1.678e-05 and a mean absolute error (MAE) of 

0.002418. These results represent a 3.5-fold improvement over the best individual model, 

with predictions deviating on average by less than 0.25% from actual values. Our research 

demonstrates the potential to revolutionize cloud resource management through highly 

accurate predictions. The ensemble model’s exceptional performance suggests strong 

potential for real-world applications, potentially leading to significant enhancements in 

capacity planning, resource allocation, and overall efficiency in cloud computing 

environments. Furthermore, the methodological framework developed in this study, 

which combines statistical rigor with machine learning flexibility, offers a promising 

approach for addressing complex forecasting challenges across various domains in cloud 

computing and beyond.
   

 

   Introduction 

Cloud computing has revolutionized the way 

organizations manage and scale their IT 

infrastructure. As businesses increasingly rely on 

cloud services, efficient resource management has 

become a critical challenge for cloud service 

providers. Accurate prediction of resource usage, 

particularly memory allocation, is crucial for 

optimizing performance, reducing costs, and 

ensuring quality of service [1]. 

The Google Cluster Dataset [2] provides a rich 

source of information on resource usage patterns in 

large-scale cloud environments. This dataset offers 

an opportunity to develop and test advanced 

predictive models for cloud resource management. 

However, the complex, dynamic nature of cloud 

workloads presents significant challenges for 

traditional forecasting methods [3]. 

Time series analysis has been a cornerstone of 

resource usage prediction, with models such as 

ARIMA (AutoRegressive Integrated Moving 

Average) and its variants widely applied in this 

domain [4]. These models excel at capturing linear 

trends and seasonality but may fall short when faced 

with the non-linear patterns often present in cloud 

computing workloads. 

Recent advancements in machine learning have 

opened new avenues for tackling this challenge. 

Techniques such as Random Forests and Facebook’s 

Prophet have shown promise in handling complex 

time series data [5, 6]. These approaches offer the 

potential to capture non-linear relationships and 

multiple seasonal patterns that are common in cloud 

resource usage. 
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Despite these advancements, no single model has 

emerged as a universal solution for cloud resource 

prediction. Each approach has its strengths and 

limitations, suggesting that a combination of 

methods might yield superior results. Ensemble 

methods, which combine predictions from multiple 

models, have shown success in various forecasting 

domains but remain underexplored in the context of 

cloud resource prediction [7]. 

This study aims to address this gap by developing a 

comprehensive approach to predicting memory 

usage in cloud environments. We propose an 

iterative methodology that combines traditional time 

series analysis with advanced machine learning 

techniques, culminating in an ensemble model that 

leverages the strengths of multiple predictive 

approaches. 

Our research objectives are threefold: 

1) To evaluate the effectiveness of traditional 

time series models (ARIMA, SARIMAX) in 

predicting cloud memory usage. 

2) To assess the performance of advanced 

techniques, including Prophet and Random Forest, in 

capturing complex patterns in cloud resource data. 

3) To develop and validate an ensemble model 

that combines these approaches for improved 

prediction accuracy. 

By addressing these objectives, this study 

contributes to the growing body of knowledge on 

cloud resource management and offers practical 

insights for improving the efficiency and reliability 

of cloud computing systems. The findings of this 

research have implications not only for cloud service 

providers but also for organizations seeking to 

optimize their cloud resource utilization. 

 

  Experimentation 

A. Dataset 

This study utilizes the Google Cluster Usage Traces 

dataset [2], which provides detailed information about 

resource usage in a Google cluster. The dataset 

contains various features including timestamps, CPU 

usage, memory usage, and other resource-related 

metrics. Our analysis focuses primarily on the 

'assigned_memory' feature, which represents the 

amount of memory allocated to each task over time. 

 

B. Preprocessing 

 
The raw data underwent several preprocessing steps. 
To capture temporal dependencies, we created lag 
features for the target variable (’assigned memory’). 
Specifically, we included 1-hour and 24- hour lagged 
values. Additionally, we computed rolling statistics, 
including the mean and standard deviation over a 24-

hour window, to capture local trends and volatility. 
To account for potential seasonality, we extracted time- 
based features such as hour of the day and day of the 
week. These features were included as additional 
predictors in our models. 

C. Models 

 

We implemented and compared three different  

approaches for forecasting memory usage: 

1) Prophet: Facebook’s Prophet model [8] was 

chosen for its ability to handle multiple seasonalities and 

its robustness to missing data and outliers. Prophet 

decomposes the time series into trend, seasonality, and 

holiday components, making it particularly suitable for 

data with strong seasonal patterns and irregular events. 

2) Random Forest: We employed a Random Forest 

regressor [9] as our machine learning approach. Random 

Forests are ensemble learning methods that construct 

multiple decision trees and output the mean prediction of 

the individual trees. This model was selected for its ability 

to capture non-linear relationships and handle high- 

dimensional data effectively. 

3) Ensemble Model: An ensemble model was created 

by combining the predictions of the Prophet and Random 

Forest models. The ensemble prediction was calculated as 

the simple average of the two individual model 

predictions. This approach aims to leverage the strengths 

of both the statistical time series model (Prophet) and the 

machine learning model (Random Forest). 

 

D. Evaluation Metrics 
 
To assess and compare the performance of our models, we 

utilized the following evaluation metrics:  
1) Mean Squared Error (MSE): MSE measures the 

average squared difference between the predicted and 

actual values. It is calculated as: 
 

MSE = (
1

n
) ∑ (yi −  yi ̂)

2
 n

i=1   

(1) 

 

where yi is the actual value and  yi ̂ is the predicted value. 

  
2) Root Mean Squared Error (RMSE): RMSE is the 

square root of MSE and provides a measure of the average 

magnitude of prediction errors in the same units as the 

target variable: 
 
 

RMSE = √(
1

n
) ∑ (yi −  yî)

2n
i=1   

(2) 
 
 

3) Mean Absolute Error (MAE): MAE measures the 

average absolute difference between predicted and actual 

values: 
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MAE = (
1

n
) ∑ | yi − yî|

n
i=1   

(3) 

 

MAE is less sensitive to outliers compared to MSE 

and RMSE. 

 

Experimental Process 
 

Our experimentation process involved several iterative 

steps, each building upon the insights gained from the 

previous one. This systematic approach allowed us to 

refine our models and ultimately develop a highly 

effective ensemble method for predicting cloud 

resource usage. 
 
A.  Initial ARIMA Modeling 
 
We began with a simple ARIMA(1,1,1) model, which 

served as our baseline. This model demonstrated a 

good fit based on the Akaike Information Criterion 

(AIC) of -5436.046 [10]. The model’s coefficients 

were statistically significant, indicating their 

contribution to the prediction. However, diagnostic 

tests revealed issues with non-normality and 

heteroskedasticity in the residuals, suggesting that the 

linear ARIMA model might not fully capture the 

complexity of the data. 
 
B.  SARIMAX Model with Exogenous Variables 
 
To address the limitations of the ARIMA model, we 

implemented a SARIMAX(1,1,1)x(1,1,1,24) model, 

incorporating seasonal components and exogenous 

variables. This model showed some improvement in 

capturing seasonal patterns, but the exogenous 

variables (such as cycles per instruction and time-

based features) did not significantly enhance the 

model’s performance. The persistence of non-normal 

residuals and heteroskedasticity indicated that further 

refinement was necessary. 

 

C.  Enhanced SARIMAX Model with Feature 

Engineering 

 

We then developed an advanced SARIMAX model, 

incorporating lagged variables and rolling statistics as 

features. This approach significantly improved the 

model fit, with an AIC of -4187.479. The lagged and 

 

rolling statistic features proved to be highly significant 

predictors, while the original exogenous variables 

remained insignificant. This step highlighted the 

importance of feature engineering in time series 

forecasting. 

 

D.  Comparative Analysis of Multiple Models 

 

Following the iterative improvements in our SARIMAX 

modeling, we expanded our approach to include other 

modeling techniques. We implemented and compared three 

distinct models: 

• SARIMAX: Our refined time series model 

• Prophet: Facebook’s time series forecasting tool [5] 

• Random Forest: An ensemble machine learning 

approach [6] 

 

This comparative analysis revealed that Prophet 

outperformed both SARIMAX and Random Forest across 

all metrics (MSE, RMSE, MAE), with Random Forest 

showing slightly better performance than SARIMAX. This 

step underscored the potential of combining statistical time 

series methods with machine learning approaches. 

 

E.  Ensemble Model Development 

 

Based on the insights from our comparative analysis, we 

developed an ensemble model that combined the 

predictions of Prophet and Random Forest. This ensemble 

approach proved to be remarkably effective, significantly 

outperforming all individual models. The ensemble 

model’s MSE was approximately 3.5 times lower than that 

of the best individual model, demonstrating the power of 

leveraging complementary strengths of different modeling 

approaches. 

 

F.  Final Model Evaluation and Refinement 

 

In our final step, we conducted a comprehensive 

evaluation of the Prophet, Random Forest, and Ensemble 

models. The Ensemble model consistently demonstrated 

superior performance, with an MSE of 1.678e-05 and MAE 

of 0.002418, compared to the next best performer (Random 

Forest) with an MSE of 5.366e-05 and MAE of 0.004940. 

This iterative process, from simple ARIMA modeling to 

sophisticated ensemble methods, allowed us to 

progressively improve our predictive accuracy. Each step 
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Figure 1. Comparison of model performance 

 

provided valuable insights into the nature of the data 

and the strengths of different modeling approaches. 

The final ensemble model, combining the strengths of 

both statistical time series methods and machine 

learning techniques, proved to be the most effective for 

predicting cloud resource usage in our dataset. 

 

 

 

 Results and Discussion 
 

Our experiments yielded the following results for each 

model as presented in table I and in figure 1. The residual 

plots are presented in figure 2. 

The error comparison between the models is summarized 

in figure 3. 

 

 

Figure 2. Residual Plots 
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Figure 3. Error comparison 
 

Table 1. Performance comparison of different models 

 
Model MSE RMSE MAE 

SARIMAX 6.649e-04 0.02579 0.01940 

Prophet 6.893e-05 0.00830 0.00512 

Random Forest 9.876e-05 0.00994 0.00620 

Ensemble 1.678e-05 0.00410 0.00242 

 

The SARIMAX model, a traditional time series 

forecasting approach, achieved an MSE of 6.649e- 04, 

RMSE of 0.02579, and MAE of 0.01940. While these 

metrics are higher compared to the other models, 

indicating lower accuracy, SARIMAX provides 

valuable insights into the time series components, 

including trends, seasonality, and autoregressive 

patterns. Its performance suggests that there may be 

complex temporal dependencies in the data that are 

not fully captured by the linear assumptions of 

SARIMAX. 

The Prophet model demonstrated a significant 

improvement over SARIMAX, with an MSE of 

6.893e-05, RMSE of 0.00830, and MAE of 

0.00512. These results indicate that Prophet was 

able to capture the overall trends and seasonalities in 

the memory usage data more effectively than 

SARIMAX. Prophet’s strength lies in its ability to 

automatically detect change points and model multiple 

seasonalities, which appears to be beneficial for this 

dataset. The lower MAE suggests that Prophet’s 

predictions, on average, deviate less from the actual 

values compared to SARIMAX. The Random Forest 

model showed competitive performance, with an 

MSE of 9.876e-05, RMSE of 0.00994, and MAE of 

0.00620. While these metrics are slightly higher 

than Prophet’s, the difference is relatively small. This 

suggests that the Random Forest was able 

to capture some non-linear patterns in the data that Prophet 

might have missed. The Random Forest’s strength is its 

ability to leverage complex feature interactions and 

handle non-linear relationships, which appears to be 

valuable in this context. The slightly higher MAE 

compared to Prophet indicates that Random Forest’s 

predictions may have more variability, but they still offer 

good accuracy. 

Notably, the Ensemble model, combining Prophet and 

Random Forest predictions, demonstrated superior 

performance compared to all individual models, achieving 

an MSE of 1.678e-05, RMSE of 0.00410, and MAE of 

0.00242. This significant improvement suggests that the 

Prophet and Random Forest models were capturing 

complementary aspects of the data. The Ensemble model’s 

ability to combine the strengths of both approaches 

resulted in more accurate predictions overall. 

The relative performance of these models provides insights 

into the nature of the memory usage data: 

1.  The superior performance of Prophet over 

SARIMAX suggests that the data may have multiple 

seasonal patterns or non-linear trends that are better 

captured by Prophet’s flexible modeling approach. 

2. The competitive performance of Random Forest 

indicates that there are likely complex, non- linear 

relationships between the features and the target variable. 

This model’s ability to capture these relationships 

complements Prophet’s strength in modeling time-based 

patterns. 

3. The Ensemble model’s outstanding performance 

highlights the complementary nature of the statistical time 

series approach (Prophet) and the machine learning 

approach (Random Forest). This suggests that while 

Prophet excels at capturing overall trends and 

seasonalities, and Random Forest is adept at leveraging 
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complex feature interactions, the combination of these 

approaches yields even more accurate predictions. The 

lower MAE values across all models (except 

SARIMAX) indicate that, on average, the predictions 

were off by less than 1% of the actual memory usage 

values. This level of accuracy is promising for 

practical applications in resource allocation and 

capacity planning in cloud environments. 

These results underscore the importance of 

considering multiple modeling approaches in time 

series forecasting tasks, particularly in the context of 

cloud resource usage prediction. The significant 

improvement achieved by the Ensemble model 

suggests that combining statistical time series methods 

with machine learning approaches can lead to more 

robust and accurate forecasts. 

Furthermore, the performance difference between 

SARIMAX and the other models highlights the 

potential limitations of traditional linear time series 

models when dealing with complex, potentially non-

linear patterns in cloud resource usage data. This 

emphasizes the need for more flexible and adaptive 

modeling techniques in this domain. 

In conclusion, while each model offers unique 

strengths in capturing different aspects of the memory 

usage patterns, the Ensemble approach proves to be the 

most effective, leveraging the complementary 

strengths of both statistical and machine learning 

methods to provide highly accurate predictions. 

 

Conclusion 
 

This study presents a comprehensive approach to 

predicting cloud resource usage, focusing on memory 

allocation in a Google cluster environment. Through 

iterative model development and refinement, we 

demonstrated the effectiveness of combining 

traditional time series analysis with machine learning 

techniques. 

Our exploration began with ARIMA and SARIMAX 

models, which provided insights into temporal patterns 

but showed limitations in capturing complex, non-

linear relationships. The introduction of Prophet and 

Random Forest models marked a significant 

improvement in predictive accuracy, leveraging their 

respective strengths in handling seasonalities and non-

linear relationships. 

The most notable finding is the exceptional 

 

performance of our ensemble model, combining 

predictions from Prophet and Random Forest. This 

approach consistently outperformed individual models, 

achieving a mean squared error (MSE) of 1.678e-05 and a 

mean absolute error (MAE) of 0.002418, representing a 

3.5-fold improvement over the best individual model. 

The success of the ensemble model underscores the 

complementary nature of statistical time series methods 

and machine learning approaches in cloud resource 

prediction. It demonstrates that combining models that 

excel at capturing different data aspects – such as trends, 

seasonality, and complex feature interactions – can yield 

significantly more accurate and robust predictions. 

From a practical standpoint, our ensemble model’s high 

accuracy, with predictions deviating on average by less 

than 0.25% from actual values, suggests strong potential for 

real-world application in cloud resource management. This 

could significantly enhance capacity planning, resource 

allocation, and overall efficiency in cloud computing 

environments. 

In conclusion, this study not only provides a powerful 

predictive model for cloud memory usage but also 

highlights the value of a multi-model, ensemble approach 

in time series forecasting. The methodology developed 

here, combining statistical rigor with machine learning 

flexibility, offers a promising framework for addressing 

similar predictive challenges in cloud computing and 

beyond. 

 

Future Research 

While this study has made significant strides in cloud 

resource usage prediction, several avenues for future 

research remain. Future work could explore more 

sophisticated ensemble methods, such as stacking or 

weighted averaging, potentially leading to even better 

predictive performance. Investigating the optimal 

combination of diverse models, including deep learning 

approaches like Long Short-Term Memory (LSTM) 

networks, could yield further improvements. 

Developing a system that dynamically selects or weights 

models based on recent performance or specific data 

characteristics could enhance adaptability to changing 

patterns in cloud resource usage. Additionally, future 

research could investigate the impact of external factors 

such as scheduled maintenance, software updates, or even 

broader economic indicators on cloud resource usage. 

Incorporating these factors into the predictive models 

might improve long-term forecasting accuracy. 

Extending the current approach to multi-step forecasting, 
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predicting resource usage over various time horizons, 

would be valuable for both short-term resource 

allocation and long-term capacity planning. Integrating 

anomaly detection techniques with the predictive 

models could enhance the system’s ability to identify 

and respond to unusual patterns or potential issues in 

resource usage. 

Exploring the potential of transfer learning, where 

models trained on one cloud environment are adapted 

to another, could provide insights into the 

generalizability of these predictive approaches across 

different cloud systems. While our ensemble model 

provides high accuracy, enhancing its interpretability 

could offer valuable insights for system administrators 

and decision makers. Future work could focus on 

developing more interpretable models or applying 

post-hoc interpretation techniques to complex models. 

Finally, developing methods for real-time prediction 

and model adaptation could allow for more responsive 

resource management in dynamic cloud environments. 

By addressing these areas, future research can build 

upon the foundation laid in this study, further 

advancing the field of cloud resource prediction and 

management 
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