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    Abstract: In this paper a numerical method is given for the solution of linear 

Fredholm integro differential equations under the mixed conditions using the Bernoulli 

polynomials. Finally, some experiments and their numerical solutions are given. The 

results reveal that this method is very effective and highly promising when compared 

with other numerical methods.   
 

  
 

1 Introduction 

Many physical problems are modelled by 

integral or integro differential equations. 

Historically, they have achieved great popularity 

among mathematicians and physicists in formulating 

boundary value problems of gravitation, 

electrostatics, fluid dynamics and scattering. It is 

also well known that initial-value and boundary-

value problems for differential equations can often 

be converted into integral equations and there are 

usually significant advantages to be gained from 

making use of this conversion. Among these 

equations, Fredholm integro-differential equations 

(FIDEs) arise from various applications, like 

engineering, biology, medicine, economics, 

potential theory and many others. 

 The technique that we used is a numerical 

solution method, which is based on numerical 

solution of linear differential equations with variable 

coefficients in terms of Bernoulli polynomials. 

In this study, the basic ideas of the above studies 

are developed and applied to the 
thm -order linear 

Fredholm integro differential equation with variable 

coefficients 
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and the solution is expressed in the form, 
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  which is a Bernoulli 

polynomial of degree N and 𝑎𝑛 are unknown 

Bernoulli coefficients. 

2 Fundamental  Matrix Solution 

Let us consider the m th-order Fredholm integro 

differential equation with variable coefficients (1) 

and find the matrix forms of each term of equation.  
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ff  ,  . Then we write the matrix 

form of  xy  is    AB xxy                                                     

where         xBxBxBx N10B , 

 TNaaa 10A . By using the general 

representation of Bernoulli polynomials which is 
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 we can write  xy for 

variable t ,     AB tty   using the Maclaurin 

expansion, 
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3 Method Of Solution 

We are ready to construct the fundamental matrix 

equation corresponding to Eq.(1). For this propose, 

firstly we write  
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The fundamental matrix equation (6) for Eq.(1) 

corresponds to a system of (N+1) algebraic equation 

for the (N+1) unknown coefficients 

Naaaa ,...,,, 210
. Briefly, we can write (6) 

                            GAW f  or  GW ;f           

(7)                              

And briefly, the matrix form for conditions (2) is,  

 ii AU  or  ii ;U   , 1,...,2,1,0  mi     (8)              

To obtain the solution of Eq.(1) under the conditions 

(2), by replacing the rows matrices (8) by the last m 

rows of the matrix (7) we have the required 

augmented matrix or corresponding matrix equation  

*
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*
f   . If  

    1; ***
 Nrankrank ff GWW  we can 

write   *1*
GWA


 f    Thus the coefficients ia , 

Ni ,...,2,1,0 are uniquely determined by the last 

equation. 

4 Conclusion 

Integro differential equations are usually difficult to 

solve analytically. In many cases, it is required to 

obtained the approximate solution. For this propose, 

the present method can be proposed. In this paper, 

Bernoulli polynomial approach has been used for the 

approximate solution of linear Fredholm integro 

differential equations. The proposed method is 

suggested as an efficient method for linear Fredholm 

integro differential equations 
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