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Abstract:  
 

Software Effort Estimation plays an important role in Scrum project management as it 

allows teams to allocate resources as well as planning of development cycles. 

Traditional approaches like Planning Poker and expert judgment models suffer from 

scalability, subjectivity, and inconsistency, which makes them inaccurate and often 

leads to project overruns. This research work proposes a CatBoost Regressor as a 

solution for enhancing effort estimation in Scrum projects. The technique proposed in 

this paper is capable of addressing some of the most challenging estimation problems 

like handling categorical features and reducing prediction bias. Unlike other 

conventional machine learning models, CatBoost deals with high dimensionality and 

optimizing learning outcomes from past Scrum project data. Catboost model 

outperforms the traditional regression models in terms of R2, MSE, RMSE by 

achieving an accuracy of 98.48% which is a drastic improvement over traditional 

regression models. This research work concludes that our model enhances Scrum effort 

estimation, making it robust and efficient solution for agile project management. 

 

1. Introduction 
 

Accurate estimation of software efforts is critical 

for successful project management in Scrum-based 

agile environment. Expert judgment and analogy 

based estimation tend to suffer from subjective and 

inconsistency, which makes them inaccurate and 

often leads to project overruns. In order to solve 

these problems, machine learning methods can 

make important contributions in enhancing the 

accuracy by using pre-existing data. Among these 

methods, CatBoost Regressor is particularly 

effective because of its capability to process 

categorical features, able to reduce overfitting, and 

providing higher accuracy with low parameter 

tuning.  

The major obstacle in Scrum based software effort 

estimation which makes traditional approaches like 

Planning Poker and Function Point Analysis 

inefficient is the dynamic nature of project 

requirements. These methods basically rely on 

subjective judgments from various members in the 

ensemble which leads to inappropriate estimation 

due to differing levels of expertise as well as biases. 

At the same time, machine learning models like 

Random Forest and Decision Tree Regressors, 

often struggle with categorical data. CatBoost is a 

gradient boosting algorithm which can efficiently 
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handle categorical input variables, which makes it a 

great algorithm for Scrum project data that has user 

stories, team members, and sprint types as input. 

Within its iterative improvement of predictions, 

CatBoost employs an ensemble of decision trees, 

letting each iteration account learns from the 

mistakes made by previous ones. This research 

work addresses CatBoost's use in estimating the 

working efforts of Scrum projects and its 

comparative efficiency with other traditional and 

machine learning based models. The results show 

that CatBoost improves estimation accuracy of the 

project, which in turns aids in the planning and 

resource allocation within the agile software 

development context.  

In part II, related work is mentioned which 

summarizes the previous work on this model. After 

that in part III, the proposed approach is given 

which contains the methodology of the research 

work. In part IV, the Result and Discussions section 

contains the effectiveness of the model. Lastly, part 

V provide conclusions and further directions where 

the emphasis is given on the effectiveness of this 

approach. 

 

2. Related works 
 

Effort estimation in Scrum projects will always 

demand accuracy for effective project management 

and resource distribution. There often is a lack of 

objectivity and consistency with approaches such as 

expert judgment and analogy-based methods. To 

address these issues, there are attempts to make the 

estimation process more precise through the use of 

machine learning (ML). A lot of effort and time 

was put into examining different Machine Learning 

models for estimation of software effort by the 

author. The study has identified the models 

attempts to improve precision and estimation 

accuracy as the backbone for more exploration in 

the area. Moreover, that study noted a gap in 

finding the best suited models and techniques for 

various contexts within a project [1,2]. Efforts put 

in reviewing ML estimation approaches in Scrum 

projects and Agile projects were also conducted by 

author. The results showed that ML models are 

superior to the conventional ones in almost all 

situations, making estimations far more dependable 

and objective. However, that study pointed out 

differences in performance measurements with 

different models and datasets leading to the 

conclusion of model and dataset selection 

importance[3][4]. 

Relatively recent research has focused on the use of 

particular machine learning models for effort 

estimation. One particular article in the CEUR 

Workshop Proceedings analyzed the software 

development effort estimation using various 

regression models including CatBoost Regressor 

where it was found that CatBoost Regressor 

obtained R² of 0.39 and Pearson’s correlation of 

0.74. These results indicate good predictive 

performance[5][6]. Widely supported adaptive 

modelling techniques have resulted using ANFIS 

model for effort estimation in Agile domains. Their 

results indicated that ANFIS provided much better 

estimates than the traditional techniques[7][8]. In 

another research effort, an assessment using an 

ensemble of the best performance boosting 

techniques for estimating effort in software 

development in Agile environments was carried 

out. The work showed that unlike using linear 

regression techniques, these machine learning 

techniques performed far better for estimation in 

accuracy than the previous models [9,10].  

 

 

Table 1. Summary of related work 

Paper Title 
Algorithm 

Used 
Key Findings 

CatBoost: Unbiased Boosting with Categorical 

Features[11] 

CatBoost 

Regressor 

Introduced CatBoost with efficient 

handling of categorical data. 

CatBoost: Gradient Boosting with Categorical Features 

Support[12] 

CatBoost 

Regressor 

Improved feature handling and overfitting 

prevention in boosting. 

CatBoost for Big Data: An Interdisciplinary 

Review[13] 

CatBoost 

Regressor 

Showcased CatBoost's scalability and 

efficiency in large datasets. 

Synthetic Open-source Agile Software Estimation 

Performance[14] 

CatBoost 

Regressor 

Highlighted CatBoost’s role in improving 

software effort estimation. 

EnsCL-CatBoost: A Strategic Framework for Software 

Requirements Classification[15] 

CatBoost 

Regressor 

Proposed an ensemble learning approach 

for software classification. 

 

Even with these advancements, the use of CatBoost 

Regressor in regard to effort estimation in Scrum 

projects is still lacking. This study seeks to close 

that gap by assessing how efficient the CatBoost 

Regressor is at predicting effort in Scrum contexts 

relative to other machine learning techniques. 

 

3. Methodology 

Data Preprocessing 
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The methodology that our research work laid out 

focuses on the first step of data preprocessing, 

where the CatBoost Regressor is chosen as the 

primary machine learning model because it requires 

the least amount of hyperparameter tuning. It also 

supports different types of data, making it very easy 

to use. The first step of the training procedure is 

specifying the total amount of decision trees (M) 

that will be used in the boosting techniques. This 

step is critical because M value that is too low or 

high can result in overly complex and 

underperforming models.  

Model Training 

 

In the iterative training process, the first boosting 

tree is trained on the previously collected Scrum 

effort data. The model starts with one decision tree 

and adds a tree in subsequent rounds where the new 

tree attempts to correct the errors of its previous 

tree. Each of the trees reduces the error rates. 

CatBoost regressor employs ordered boosting, 

which helps avoid target leakage and overfitting 

while improving the model’s predictive 

performance.  

Our research work focuses on integrating an 

advanced feature selection technique and risk based 

effort estimation. To achieve the most effective 

Scrum effort estimation, we utilize CatBoost’s built 

in feature, for determining the features that have the 

most effect on the predictions. Other refining 

factors such as collaboration, risk factors and user 

story dependencies can be captured to further 

enhance effort prediction.  

Moreover, a risk management framework is 

established through an uncertainty-informed 

modification. This guarantees that the estimation 

process will consider unexpected work, changes in 

the requirements, and fluctuations in the 

productivity of the developers. This mixed 

technique enhances machine learning as well as 

risk-based estimation, which improves model 

accuracy and versatility for actual Scrum projects.  

On the other hand, algorithm learns to iteratively 

build boosting trees, while looking for whether the 

pre-specified amount of trees, M, has already been 

created. The effort estimation is done after 

outputting all the trees, when they are summed to 

form the final effort prediction. In the final step, a 

model refinement is done with the aid of 

optimization based on the predictions. The focus is 

on loss function minimization for increased 

accuracy. The effort estimation remains robust, easy 

to understand, and flexible regarding all project 

specifics due to the optimization process.  

 

Performance Evaluation 

 

Now that the model is optimized, it is tested 

measuring R2 score, mean squared error, and root 

mean squared error to assess its accuracy and 

efficiency in estimating quadrants in Scrum 

projects. The R2 equation is given in (1): 

 

R2 = 1 −
SSRegression

SsTotal
= 1 −

∑ (yi−yî)2
i

∑ (yi−y̅)2
i

  (1) 

Where yi is the actual value of the ith data point, i 

is the predicted value of the ith data point, y¯ is the 

average of all true data and n is total number of 

datapoints. R2 is known as the coefficient of 

determination, measures how well the model does 

in as far as accounting for the variability of the 

dependent variable. This contribution is reflected 

by a lower R2 value. The MSE equation is given in 

(2). 

 

MSE =
1

N
∑ (yi − yî)

2N
i=1          (2) 

where yi is the true value of the ith data point, yˆi is 

the predicted value for the ith data point, n is the 

total number of data points. The MSE gives the 

amount of the square of the difference between 

actual and predicted values of the model and 

determines the weightage of larger differences as 

compared to the smaller ones. The RMSE equation 

is given in (3) 

 

RMSE =   √
∑ (yi−yi)̂2n

i=1

n
                                    (3) 

Where n = Total number of data points, yi is actual 

observations, yi^ is the predicted value by the 

model, and ∑ is summation over data points. 

RMSE measures the level of error in predictions 

made by a model when compared against the actual 

outcomes. The model’s performance improves 

when the RMSE or simply error is lower. 

In the end, CatBoost is compared with other models 

such as Linear Regression, Random Forest, and 

XGBoost to establish its superiority in Scrum effort 

estimation. The analysis confirms that the adopted 

process increases not only the estimation accuracy 

but also possesses interpretable insights, which is a 

powerful asset for Scrum teams and agile 

practitioners. At last, during the part of interpreting 

results. The outcome of the models prediction is 

assessed with visualization techniques like plots of 

feature importance and residuals, to capture how 

well different factors are impacting estimation. If 

required, hyperparameter tuning as well as 

additional feature selection optimizations are 

executed to improve predictive precision. This 

systematic approach guarantees that the CatBoost 

Regressor offers a robust and effective measure of 

estimating effort in Scrum projects, which leads to 

effective project planning and decision making in 
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Agile software development. The overall process is 

depicted in the flowchart of Fig. 1. 

 

 

 
Figure 1. Project strategy to generate time and cost estimates. 

 

The innovation of our work is combining advanced 

feature selection and risk aware estimation 

adjustment with the boosting capabilities of 

CatBoost to enhance software effort estimation in 

Scrum-based projects. Unlike most effort 

estimation models which utilize standard regression 

methods and fixed feature sets, our approach 

refines estimation accuracy by taking advantage of 

CatBoost’s built-in importance evaluation. Another 

important aspect is the integration of a risk 

management strategy that modifies effort 

estimation based on defined uncertainty factors 

such as the complexity of the backlog and changing 

requirements, team working together. sprinting, and 

so forth. It helps make the model more adjustable 

and protective of ever-changing project realities as 

compared to other models which ignore them. 

Furthermore, The CatBoost approach greatly 

enhances productivity on effort predictions with 

accurate boosting which handles data leakage in a 

novel manner. The current study also presents an 

evaluation methodology that receives the scrutiny 

of the benchmarking performance of CatBoost and 

other regression models such as Linear regression, 

Random Forest, and XG Boosting, and highlights 

its dominant position in Scrum effort estimation 

with regards to accuracy, robustness, and efficiency. 

Through the use of machine learning feature 

selection, estimation with post gradient risk 

evaluation and optimization, the proposed model 

more accurately integrates traditional approaches to 

effort estimation and modern predictors based on 

AI, making the model effortlessly scalable, 

interpretable, and accurate mastered specially to 

agile software development projects. 

 

4. Result and Discussions 
 

All Regression models share a couple of features 

which are the basic setup. The correlation of effort 

estimation lays out the relationship between story 

points, velocity, and effort which is shown in Fig. 2. 

The ratio between story points and effort is the 

strongest (0.94) which means that as story points 

increase, the actual effort put into the work rises 

proportionally. On the other hand, the correlation of 

velocity and effort is quite low (0.017) as well as 

with story points (0.29). This means that project 

velocity does not have a direct impact on the 

predicted level of effort. It means that story points 

are good measures of workload, while velocity 

could be affected by other factors of the project like 

the capacity of the team, their level of experience, 

or other unplanned issues. 
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Figure 2. Effort Estimation Correlation 

 

The Project Velocity histogram outlines the data 

regarding the dispersion of the projects which is 

shown in Fig. 3. It shows that most of the projects 

have a velocity between 2.75 and 3.25. The highest 

frequency is noted around 2.8, which indicates that 

this is the average velocity for the given projects. 

There appears to have a slight right sided skew in 

the data which hence indicates that there are some 

higher velocity values at 4.25. This shows that the 

majority of the projects are running at a moderate 

pace with a few outliers achieving a significantly 

higher velocity due to extreme team performance or 

other external factors. 

 

 
Figure 3. Distribution of Project Velocity 

 

The histogram of actual effort distribution is 

different since most projects only require between 

30 and 50 units of effort with a high frequency 

around 40. This distribution is right skewed, like 

the project’s velocity, but this one has a couple of 

projects that require an effort of more than 100 

units. These high effort projects may have emerged 

as a result of complex requirements, scope creep, or 

simply poor task execution. The entire distribution 

shows that while many projects are within the range 

of reasonable efforts, there are a few that need 

higher resource allocation. The histogram of actual 

effort is shown in Fig. 4. 

 

 
Figure 4. Distribution of Actual Effort 

 

The analysis shows that although story points 

provide a reasonable estimate of effort, project 

velocity does not affect workload in a 

straightforward manner. The observed right-skewed 

distributions in both velocity and effort suggest that 

outliers exist and need further analysis. These 

divergences can help improve variation estimation 

models, resource distribution, and project strategy 

planning. In Fig. 5, the histogram shows the 

distribution of frequency of story points for the 

dataset. It shows a relatively diverse range of story 

points with some peaks where tasks appear to get 

clustered at some effort levels. This is particularly 

useful when looking at typical effort estimation in 

Scrum projects. The presence of two or more peaks 

shows that effort distribution is not constant, 

justifying the use of machine learning approaches 

like CatBoost that are designed to handle such 

differences. 

 
Figure 5. Frequency of Story points 
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The scatter plot illustrates the relationship between 

effort and story points as shown in Fig. 6. It can be 

seen that there is a moderate positive correlation 

meaning that increases in story points will usually 

result in an increased effort. Nevertheless, some 

degree of dispersion in the points indicates 

variability due to other factors such as the 

experience of the team, complexity of the task, and 

sprint velocity. This relationship is best represented 

using the trend line. This highlights the need to use 

sophisticated methods such as CatBoost for these 

kinds of problems.  

 

Figure 6. Effort and Story Point 

        Figure 7. Effort, velocity and story point pair plot 

The pair plot offers deep insights into the 

relationships between story points, effort, and 

velocity as features as shown in Fig. 7. The 

distributions on the diagonal show the individual 

features in the dataset, while the scatter plots depict 

the relationships at the level of pairs of features. Not 

surprisingly, effort is dependent on story points as 

well as on velocity, which emphasizes the need for 

multi factor models in estimating effort. The 

selection of CatBoost for this task is further justified 

by the existence of both linear and nonlinear 

dependencies that need to be modeled. The Fig. 8 

compares the values of effort predicted by the model 

and those that were tested using the CatBoost 

Regressor during the supervised learning stage. The 

curves shown in the figure suggest that the model 

does not diverge from the effort values as much. 

Although the model does not completely deviate 

from the effort curves, it minimizes the overall 

impact of the deviations on the predictions. This is 

evidence that the dataset contains non-linear 

relationships and that enables CatBoost to estimate 

effort in Scrum projects more accurately than linear 

regression models. 

 

         Figure 8.  Catboost Regressor 

Table II contains the analysis of different regression 

techniques which are used for effort estimation of 

Scrum projects. It reveals that the CatBoost 

Regressor is the most accurate in terms of prediction 

accuracy. From the results acquired, CatBoost is 

noted to have an R2 score of 0.984850, which is the 

highest among the tested models, meaning that 

effort estimation is made correctly with all of the 

relevant features for input. Furthermore, it also 

performs best in terms of accuracy among all the 

models with a lowest Mean Squared Error (MSE) of 

7.92 and Root Mean Squared Error (RMSE) of 

2.814. This lowers prediction mistakes in 

comparison to the other models, which showcases 

its advanced performance. The superiority of 

CatBoost in these tasks is a clear indicator of how 

efficient CatBoost is at processing categorical data 

and how effective it is with gradient boosting. In 

comparison of some other models, the Gradient 

Boosting Regressor model was also satisfactory and 

received an R2 score of 0.980684, which is lower 

than that of CatBoost’s, coupled with 10.103985 for 

MSE in narrowing down effort estimation tasks. 
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Reasonably, having a R2 score of 0.921736 

Polyonomial Regression is also satisfactory, 

however, it has a high MSE of 40.938074 and 

therefore is not reliable for all effort estimation 

situations. Other tree-based techniques like Decision 

Tree with AdaBoost, and the XGBoost Regressor 

achieved high predictive accuracy of R² scores 

0.979041 and 0.942702 respectively. These results 

prove that they are feasible substitutes for CatBoost, 

even though their error rates were a little bit higher 

which can affect accuracy in real world usage. 

 

Table 2.  Comparison between Regression Models 
Algorithms Prediction Accuracy R_SQUARE MSE RMSE 

Linear Regression 93.45303186 0.93 34.25 5.852349955 

Ridge Regression 89.72812091 0.9 53.73 7.330075034 

Lasso Regressor 001 93.1240657 0.93 35.97 5.997499479 

Lasso Regressor 00001 93.4610935 0.934610935 34.20346473 5.848372828 

Elastic Net Regressor 90.65044414 0.91 48.91 6.993568474 

SGDRegressor 31.12462487 0.934530319 34.24563325 5.851976867 

Polynomial Regressor 98.06872605 0.934530319 34.24563325 5.851976867 

Decision Tree Regressor 92.15161596 0.92 41.05 6.407027392 

Decision Tree with max depth 4 94.13893883 0.941389388 30.65781702 5.851976867 

Decision Tree with Adaboost 97.95528433 0.979552843 10.69542134 5.851976867 

Random Forest Regressor 91.79740844 0.917974084 42.91 6.550572494 

Catboost Regressor 98.7129717 0.987129717 6.73 2.594224354 

Gradient Boost Regressor 98.02048303 0.98020483 10.35438248 3.21782263 

XGBRegressor 94.27023844 0.942702384 29.97101999 5.474579435 

SVRRegressor 86.56719486 0.865671949 70.26380891 8.382351037 

AdaBoost Regressor 95.11381925 0.951138192 25.55844943 5.055536512 

Bagging Regressor 97.43421462 0.974342146 13.42101311 3.663470092 

Extra Tree Regressor 97.43421462 0.778003781 116.1209424 10.77594276 

 

To evaluate the effectiveness of different machine 

learning models for effort estimation in Scrum-

based software development, we conducted a 

comparative analysis of multiple regression 

techniques, fine-tuning their hyperparameters for 

optimal performance, which is shown in Table III 

and Figure 9. The models included Lasso 

Regressor, Elastic Net Regressor, SGD Regressor, 

Ridge Regression, Decision Tree Regressor with 

AdaBoost, Random Forest Regressor, and  

CatBoost Regressor. Each model was trained and 

tested using the selected dataset, and 

hyperparameters were tuned to enhance predictive 

accuracy. Lasso and Ridge Regression utilized 

alpha values of 0.01, while Elastic Net Regressor 

incorporated a combination of L1 and L2 

regularization with selection='random'. The SGD 

Regressor employed an adaptive learning rate 

(epsilon=0.009) with a max iteration limit of 1500 

to ensure stable convergence. The Decision Tree 

Regressor with AdaBoost was optimized using a 

maximum depth of 4, 300 estimators, and a random 

state of 0, improving the ensemble learning 

capability. The Random Forest Regressor was 

configured with a depth of 2 and 10 estimators, 

striking a balance between model complexity and 

performance. 

Among all models, CatBoost Regressor 

demonstrated superior accuracy, achieving 

9.848495e-01, outperforming the other techniques. 

It was fine-tuned with depth=6, a learning rate of 

0.1, and 100 iterations, leveraging its built-in 

ordered boosting mechanism to handle categorical 
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features effectively. The results highlight that 

CatBoost’s advanced feature selection and gradient-

based optimization techniques significantly 

improve effort estimation accuracy, making it the 

most effective model for Scrum-based software 

project prediction. The use of boosting and feature 

selection gave the best results for Scrum based 

software project in estimation accuracy and 

therefore makes it the most powerful model in 

effort estimation. 

 

 

                                                            Table 3.  Hyperparameters of various models 
Algorithm Accuracy Hyperparameters 

Lasso Regressor 001 93.1240657 alpha=0.01, max_iter=10e5 

Elastic Net Regressor 90.65044414 alpha=0.0001, 

selection='random' 

SGDRegressor 31.12462487 learning_rate='adaptive', 

epsilon='0.009', 

max_iter=1500 

Ridge Regression 89.72812091 alpha=0.01 

Decision Tree with Adaboost 97.95528433 DecisionTreeRegressor (max_depth=4, n_estimators=300, 

random_state=0) 

Random Forest Regressor 91.79740844 max_depth=2, random_state=0,                  n_estimators=10 

Catboost Regressor 98.7129717 depth=6, learning_rate=0.1, iterations=100 

 

 

Figure 9. Accuracy comparison of all models 

5. Conclusion and Future work 
 

This research work assessed the performance of the 

CatBoost Regressor on effort estimation for Scrum 

projects and measures it against a variety of 

traditional and contemporary regression models. As 

anticipated, CatBoost outperformed the other 

models in terms of R² score (0.984850), MSE 

(7.92), and RMSE (2.814), which reflect his 

excellent performance for dealing with complex, 

high-dimensional data. When compared to other 

ensemble methods, such as Gradient Boosting and 

XGBoost, CatBoost was more accurate and 

consistent which is essential for efficient planning 

and resource scheduling in agile software 

development. CatBoost decreases estimation effort 

uncertainty by utilizing preference towards better 

accuracy through efficient categorical feature 

handling and the tried-and-true method of gradient 

boosting. The results suggest that there is great 

potential for the use of machine learning techniques 

to improve optimal planning within software 

development sprints, as well as reducing delays on 

projects. CatBoost’s precision makes it an ideal 

model for companies seeking to improve their 

effort estimation scratches within a Scrum 

environment. The use of CatBoost has produced 

higher accuracy, however, many approaches can 

still be improved. More work could be done to 

LSTM neural networks and Transformer based 

deep learning models to capture a more accurate 

sequential relationship for effort estimation. 

Moreover, real world Scrum datasets that comprise 

of features from different types of projects can 
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certainly make the model stronger. Other useful 

research can be conducted in the area of model 

tuning, feature selection, and hyper-parameter 

optimization using the Bayesian approach and 

genetic programming. Finally, the use of automated 

machine learning tools can simplify the processes 

of model and parameter selection in order to make 

them more applicable to real world industrial 

problems. All of these methods would improve the 

accuracy and adaptability of effort estimation for 

agile software development. 
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