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Abstract:  
 

The rapid expansion of e-commerce platforms has created an urgent demand for 

intelligent recommender systems capable of providing personalized and context-aware 

product recommendations. While traditional recommendation models offer some 

effectiveness, they often face challenges such as the cold start problem, data sparsity, 

and the inability to capture sequential user behavior. This paper presents a hybrid deep 

learning-based recommendation architecture that combines a Deep Feedforward Neural 

Network (DFNN) with a Long Short-Term Memory (LSTM) network to overcome 

these limitations. The proposed hybrid model was evaluated against standalone DFNN 

and LSTM models using a real-world e-commerce clickstream dataset. The results 

demonstrate the hybrid model's superior performance, achieving a training accuracy of 

99.06% and validation accuracy of 98.98%. Additionally, the model excels in 

classification performance, with precision, recall, and F1-scores approaching 1.00 

across critical user actions such as add_to_cart, purchase, search, and view. 

 

1. Introduction 
 

The rise of digital platforms for shopping, whether 

through websites or mobile applications, has 

increased the demand for customer-oriented 

systems. In this context, recommendation systems 

have become essential in meeting these needs, as 

they are designed to cater to user preferences and 

enhance the overall customer experience. E-

commerce platforms generate vast amounts of data 

related to diverse product choices, and the 

introduction of new businesses requires valuable 

customer feedback to improve service quality. This 

feedback can be effectively gathered by analyzing 

user behavior while interacting with these 

platforms. Recommendation systems offer an ideal 

solution by personalizing product suggestions and 

improving customer engagement. Additionally, 

they can be used strategically to appeal to 

sustainability-conscious consumers, thus aiding 

businesses in making more informed sales 

decisions and fostering long-term customer 

relationships [1]. A Recommendation System plays 

a vital role in identifying potential and well-suited 

choices for users by gaining insights into their 

preferences and behaviors. These insights can be 

gathered through various means, including user 

ratings, reviews, purchase history, and interaction 

timestamps. The application of recommendation 

systems in e-commerce is essential for business 

sustainability, particularly in maximizing 

profitability. By providing personalized 

recommendations, such systems help enhance 

customer loyalty and satisfaction, which are crucial 

for business growth and retention [2]. In-depth 

knowledge of customer preferences and behaviors 

enables businesses to engage more effectively with 

their target audience. Recommendation systems 

take various forms, each contributing uniquely to 

improving user experience and business outcomes, 

with the most important approaches discussed in 

the following subsections. 

 

1.1 Collaborative Recommender system 

 

The concept of a Collaborative Recommendation 

System is grounded in the principle of identifying 

users with similar shopping behaviors and 

leveraging their past interactions to suggest relevant 
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products or webpages to new users. This approach 

primarily relies on historical user-item interaction 

data—such as ratings or purchase history—to 

identify patterns and predict user preferences. 

Collaborative filtering (CF) algorithms utilize these 

historical scores to recommend items liked by 

similar users, based on the assumption that users 

who agreed in the past will likely agree in the 

future. This is often represented as a function of 

shared preferences or behavioral trends. Two 

primary variations of CF algorithms are widely 

adopted: user-based and item-based collaborative 

filtering. These techniques are particularly effective 

for developing personalized, user-centric 

recommendation systems in e-commerce. The core 

principles underlying CF involve recognizing 

similar user preferences, maintaining consistency in 

user choices, and analyzing historical interaction 

data, making collaborative filtering a foundational 

approach in recommender system design [3]. 

 

1.2 Content-based recommender system 

 

Content-based recommender systems play a crucial 

role in providing personalized suggestions by 

analyzing items that a user has previously engaged 

with or expressed interest in. These systems rely 

heavily on the attributes of items the user has liked 

in the past, and recommend similar products based 

on those features. The recommendation process is 

inherently content-driven, focusing on matching the 

user's preferences with comparable product 

characteristics [4]. 

 

1.3 Hybrid recommender system 

 

A Hybrid Recommender System combines multiple 

recommendation techniques, such as Collaborative 

Filtering (CF), Content-Based Filtering, and 

Context-Aware Systems, to enhance 

recommendation accuracy and personalization. By 

integrating various methods, hybrid systems 

leverage the strengths of each while mitigating their 

individual weaknesses, leading to more reliable, 

diverse, and relevant recommendations. Common 

hybrid approaches include weighted hybrid, where 

methods are combined based on assigned weights, 

and switching hybrid, where different techniques 

are applied depending on specific user conditions. 

Mixing hybrid applies different algorithms to 

distinct user or item subsets, while feature 

augmentation hybrid enhances predictions by using 

one method's output as input for another. These 

systems offer significant advantages in accuracy, 

diversity, and personalization, particularly in e-

commerce, media streaming and social networking 

platforms, where tailored recommendations are 

crucial. However, they also come with challenges 

such as increased complexity and scalability issues, 

requiring careful design and computational 

resources to maintain efficiency. 

The primary objective of this study is to develop a 

hybrid deep neural network architecture that 

integrates a Deep Feedforward Neural Network 

(DFNN) with a Long Short-Term Memory (LSTM) 

network to generate accurate, context-aware, and 

personalized recommendations. This hybrid design 

captures both the static characteristics and the 

dynamic behavioral patterns of users, offering a 

comprehensive understanding of user preferences. 

Specifically, the DFNN is employed to abstract 

high-level representations from static user features, 

while the LSTM component models the sequential 

and temporal dependencies inherent in user 

browsing behavior. The architecture effectively 

leverages both static and time-dependent attributes, 

enabling the system to adapt to user interactions in 

real-time. Through this design, the model enhances 

the accuracy, adaptability, and relevance of the 

recommendation process by learning intricate 

patterns formed through various stages of user 

engagement across the e-commerce platform. 

 

2. Literature Review  
 

The rapid evolution of recommendation systems 

has led to the development of diverse approaches 

incorporating deep learning, content-based filtering, 

context-awareness, and social network analysis. 

This literature survey reviews key contributions 

that have significantly advanced the field, focusing 

on hybrid neural architectures, sequential modeling, 

attention mechanisms, and regularization 

techniques. Additionally, the survey explores 

community detection in social recommenders and 

the integration of contextual information to enhance 

personalization, accuracy, and user engagement 

across various e-commerce and digital platforms. 

Dropout, a regularization method designed to lessen 

overfitting in neural networks, was first presented 

by Srivastava et al. [6].  Randomly “dropping out” 

units (together with their connections) during 

training are the main notion, which keeps units 

from co-adapting too strongly.  As a result, the 

network is forced to acquire more resilient and 

broadly applicable features.  Dropout averages the 

predictions made during inference and efficiently 

mimics the training of an ensemble of many 

networks.  Numerous empirical tests on a range of 

tasks, such as speech processing and picture 

recognition, showed notable gains in model 

performance.  Since then, the method has been 

widely used to train deep neural networks. 
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Javed et al. [7] provide an extensive review of 

content-based and context-based recommendation 

systems, highlighting their underlying principles, 

methodologies, and real-world applications. The 

paper distinguishes between traditional content-

based filtering, which relies on user-item profiles, 

and context-aware systems, which incorporate 

additional situational factors such as time, location, 

and user mood. It further examines the strengths 

and limitations of each approach, emphasizing the 

growing importance of contextual information in 

enhancing personalization and relevance. The study 

also outlines recent advancements and challenges, 

offering valuable insights into future research 

directions for building more adaptive and 

intelligent recommender systems. 

Gasparetti et al. [8] present a comprehensive survey 

on community detection techniques within the 

context of social recommender systems. The paper 

explores how identifying user communities can 

enhance recommendation performance by 

leveraging social relationships and behavioral 

similarities. It categorizes community detection 

approaches into topology-based, interaction-based, 

and hybrid models, analyzing their applicability and 

impact on recommendation accuracy and 

scalability. The study also discusses key challenges 

such as data sparsity, scalability, and dynamic user 

behavior. Overall, the survey highlights the pivotal 

role of community structures in improving 

personalization, trust, and diversity in social 

recommendation systems. 

Saini and Singh [9] propose a content-based 

recommender system that leverages a stacked 

LSTM network combined with an attention-based 

autoencoder to enhance recommendation quality. 

The model captures temporal patterns in user 

behavior using stacked LSTM layers, while the 

attention-based autoencoder focuses on identifying 

the most relevant features from item content data. 

This hybrid approach enables the system to better 

understand user preferences and provide more 

accurate, personalized suggestions. Experimental 

results demonstrate improved performance 

compared to traditional content-based methods, 

highlighting the model’s effectiveness in capturing 

both sequential and contextual relationships within 

user-item interactions. 

DLERSE, a deep learning-enhanced 

recommendation system intended to promote e-

commerce user interactions, is introduced in this 

work [10].  In order to improve recommendation 

accuracy, it investigates cutting-edge architectures 

such as CNNs, RNNs, and transformers.  The study 

uses hybrid models and data augmentation to 

overcome issues including cold starts and data 

sparsity.  In order to gain user trust, it integrates 

explain ability techniques and stresses model 

scalability through edge computing and 

compression.  Additionally, DLERSE incorporates 

privacy-preserving methods such as federated 

learning and differential privacy.  The system offers 

a thorough framework for next-generation e-

commerce customization and is built to integrate 

seamlessly into current platforms, as confirmed by 

real-world case studies. 

Sethi et al. [11] suggests using the LCNA-LSTM-

CNN attention-based model to improve e-

commerce platforms' recommendation algorithms.  

The model successfully captures users' sequential 

behavior and local feature patterns by combining 

Long Short-Term Memory (LSTM) networks and 

Convolutional Neural Networks (CNN) with an 

attention mechanism.  By digging deeper into 

customer preferences, this hybrid design seeks to 

offer more precise and tailored product 

recommendations.  The study shows how 

recommendation accuracy has increased and how 

the model might help e-commerce businesses 

implement more successful marketing campaigns.  

The outcomes demonstrate significant performance 

improvements over conventional models. 

Shi J, 2022 [12], proposed the BERT-BiLSTM 

model as a cutting-edge framework for 

recommender system development. BERT's pre-

training task is its key component; it makes the 

model bidirectional and helps it identify more 

complex contextual relationships in the data. 

Alternatively, the BiLSTM (Bidirectional Long 

Short-Term Memory) network improves the model 

by processing data both forward and backward, 

enabling it to capture context-based information 

efficiently. By merging these two models, the 

BERT-BiLSTM framework enhances text data 

comprehension and produces recommendations that 

are more precise. A lower RMSE value of 0.82 is 

obtained by the suggested model, outperforming 

other models like BERT-SVM, BERT-RNN, and 

BERT-LSTM. 

The paper BERT4Rec: Sequential 

Recommendation with Bidirectional Encoder 

Representations from Transformer by Sun et al. 

[13] introduces BERT4Rec, a model that leverages 

BERT for sequential recommendation. Unlike 

traditional models that process sequences in a 

unidirectional manner, BERT4Rec utilizes a 

bidirectional approach to capture both past and 

future context of user interactions. The model is 

designed to better understand the sequential 

dependencies in user behavior, resulting in 

improved recommendations. Experimental results 

show that BERT4Rec outperforms state-of-the-art 

sequential recommendation methods in terms of 

accuracy and efficiency. 
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3. Methodology 

 
The methodology involves integrating a Deep 

Feedforward Neural Network (DFNN) with a Long 

Short-Term Memory (LSTM) network to create a 

hybrid recommendation model. DFNN processes 

static user-item features, while LSTM captures 

sequential user behaviors. The combined model is 

trained and evaluated using an e-commerce 

clickstream dataset for personalized 

recommendations. For the proposed 

recommendation system, the methodology followed 

is shown in Fig. 1. 

The Hybrid DFNN+LSTM model excels in 

personalization, context-awareness, and the ability 

to handle sequential data. Its ability to generalize 

better than standalone DFNN or LSTM models, 

along with high precision, recall, and scalability, 

makes it highly suitable for real-world 

recommendation systems—especially in e-

commerce platforms where user behavior is 

dynamic and complex. A comparison table of the 

advantages of Hybrid model over individual models 

is illustrated in Table 1. 
 

Table 1. Summary of Key Advantages of Hybrid model 

Parameter DFNN LSTM Hybrid DFNN+LSTM 

Personalization 
Limited to static 

features 

Limited to sequential 

behavior 

High personalization using both static and 

sequential data 

Context Awareness None Limited to sequential data 
High context-awareness with sequential and static 

data 

Sequential Data 

Handling 
No Excellent Excellent, combines both static & sequential 

Generalization 
Good for known 

patterns 

Good for sequential 

patterns 

Excellent, combines strengths of both DFNN and 

LSTM 

Flexibility and 

Adaptability 
Moderate 

Limited to time-based 

behavior 
High, adaptable to different tasks 

Precision & Recall Moderate Moderate High, improves overall recommendation quality 

Scalability Moderate Low (sequential nature) High, scalable for large datasets 

Feature Integration Static features only Sequential features only 
Flexible, integrates both static and dynamic 

features 

 
Figure 1. Proposed Methodology for Recommendation system 
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3.1 Dataset Description 

 

This research makes use of a dataset made up of 

clickstream logs gathered from an online store 

where customers engage with a range of goods. 

Every dataset entry records the user's browsing 

habits and offers crucial information about their 

interests and preferences. Finding important 

elements that affect user engagement and 

determining the level of popularity of various 

products are made possible by examining these 

trends. In order to predict user interests and provide 

useful information for developing an efficient 

recommender system, these browsing patterns are 

crucial. Table 2 provides a thorough explanation of 

the dataset. 

 

 

Table 2. Features and their description 

Features  Description 

User_id This acts as a unique identity for the user and it helps in traversing the browser behavior of individual users.  

Product_id This acts as unique identification for every individual product  

Event_type This relates to the nature of interaction done by the user that could be viewing of cart, padding product on cart as 

well as purchasing of cart. This is very helpful when modeling of user is done.  

Catogery_id This acts as an identification element for categorizing    the product and this is useful when grouping products on 

the basis of logical selection.   

Catogery_code This represents the hierarchical category where they have code which may represent mobile, books, etc. This type 

of hierarchical category is useful in taxonomy-based model creation.  

price Price of the product at the time of interaction. Key for revenue and price sensitivity analysis. This relates to the 

amount that is mentioned when user is interacting over web. This is very useful when the vital elements of revenue 

or the sensitive process dynamics need to be calculated.  

Timestamp This is usually in milliseconds when considering Unix based timestamp. This is very useful when tracking 

temporal patterns as well as understanding the session of the user browser.  

 

3.2 Data Preprocessing and Feature Scaling 

 

Typically, these kinds of e-commerce logs include 

categorical features, such as the user's ID, the 

product's ID, and user-performed operations. All of 

these classifications are textual in nature. The 

LabelEncoder is used to encode these textual 

features because the DL is unable to read text 

information directly. Additionally, the encoder 

needed for each column is maintained and stored 

using the directory label_encoder. This directory 

comes in very handy when decoding is required.  

Utilizing this transformation technique also has the 

advantage of recognizing the user's unique 

characteristics and comprehending how their 

product traverses in the form of discrete values. 

When taking into account all of the input features, 

it is crucial that they be treated equally. To this end, 

MinMaxScaler is used, which aids in data 

normalization by transforming all of the input 

values into a specific range of [0, 1]. 

 

3.3 Proposed Hybrid DFNN-LSTM Model 

 

3.3.1 Input Feature 
Feature Type Description 

User_id Categorical Static user identity 

Product_id Categorical Dynamic, sequential product 

interaction 

Event_type Categorical Dynamic behavior (click, 

view, cart, etc.) 

Category_id Categorical Static item hierarchy 

Category_code Categorical Semantic content category 

Price Numeric Item price 

Timestamp Temporal Sequential interaction timing 

 

3.3.2 DFNN Component — Static Context 

Encoder 

Feature Selection: 

 Categorical: User_id, Category_id, 

Category_code 

 Numerical: Aggregated Price, Session 

duration (if derived) 

Encoding: 

 Label Encoding + Embedding → 

Project categorical data into dense 

continuous space 

 Min-Max / Z-score Normalization for 

numerical values 

Feedforward Network: 

Let 𝑥_𝑠𝑡𝑎𝑡𝑖𝑐 ∈ 𝑅𝑛 be the static input vector after 

preprocessing and embedding. 

 

𝐡𝟏 = 𝐑𝐞𝐋𝐔(𝐖𝟏 ⋅ 𝐱𝐬𝒕𝒂𝒕𝒊𝒄 + 𝐛𝟏) 

𝒉𝟐 = 𝑹𝒆𝑳𝑼(𝑾𝟐 ⋅ 𝒉𝟏 + 𝒃𝟐) 

𝒛𝑫𝑭𝑵𝑵 = 𝑹𝒆𝑳𝑼(𝑾𝟑 ⋅ 𝒉𝟐 + 𝒃𝟑) 
 

Where: 

 𝑾𝟏, 𝑾2,𝑾𝟑: Learnable weight matrix of 

the Feedforward Layers 

 𝒃1, 𝒃2, 𝒃𝟑: corresponding bias vectors 

 𝒉𝟏, 𝒉𝟐: Hidden representation capturing 

abstract feature interaction 

 𝐳𝐃𝐅𝐍𝐍: Dense Static user-item preference 

representation 
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3.3.3 LSTM Component — Sequential Behavior Encoder 

 

Feature Encoding per timestep t: 

𝐱𝐭 = 𝐂𝐨𝐧𝐜𝐚𝐭 (
𝐄𝐦𝐛𝐞𝐝(𝑷𝒓𝒐𝒅𝒖𝒄𝒕𝒊𝒅𝒕), 𝐄𝐦𝐛𝐞𝐝 (𝐄𝐯𝐞𝐧𝐭𝐭𝐲𝐩𝐞𝐭

) ,

𝐒𝐜𝐚𝐥𝐞𝐝(𝐏𝐫𝐢𝐜𝐞𝐭), 𝐓𝐢𝐦𝐞𝐄𝐧𝐜𝐨𝐝𝐢𝐧𝐠(𝐓𝐢𝐦𝐞𝐬𝐭𝐚𝐦𝐩𝐭)
) 

Sequence Modeling: 

(𝐡𝐭, 𝐜𝐭) = 𝐋𝐒𝐓𝐌(𝐱𝐭, 𝐡𝐭−𝟏, 𝐜𝐭−𝟏) 

𝐳𝐋𝐒𝐓𝐌 = 𝐡𝐓 

Where: 

 xt : encoded input at Timestep t 

 ht, ct : Hidden and cell states of the LSTM 

 zLSTM: Final hidden state, capturing 

dynamic user intent 

 

3.3.4 Hybrid Fusion Layer 

 

Combine both semantic + behavioral embeddings: 

𝐳𝐡𝐲𝐛𝐫𝐢𝐝 = 𝐂𝐨𝐧𝐜𝐚𝐭(𝐳𝐃𝐅𝐍𝐍, 𝐳𝐋𝐒𝐓𝐌) 

Pass through fusion MLP: 

𝐡𝐟𝐮𝐬𝐢𝐨𝐧 = 𝐑𝐞𝐋𝐔(𝐖𝐟 ⋅ 𝐳𝐡𝐲𝐛𝐫𝐢𝐝 + 𝐛𝐟) 

Final Output Layer: 

�̂� = 𝛔(𝐖𝐨 ⋅ 𝐡𝐟𝐮𝐬𝐢𝐨𝐧 + 𝐛𝐨) 

Where: 

 zDFNN : Dense Static user-item preference 

representation 

 zLSTM : Dynamic user-item preference 

representation  

 ŷ: Recommendation score  

 σ : (binary sigmoid or multi-class Softmax) 

 

3.3.5 Output Layer 

 Use sigmoid for binary classification (e.g., 

click vs. no click) 

 Use Softmax for next-item prediction or 

ranking over all products 

 

3.3.6 Loss Function 

 Binary Cross-Entropy Loss for click 

prediction 

 Categorical Cross-Entropy for next-product 

prediction 

 

3.4 Model Training  

 

In order to understand the efficiency of the 

proposed work, the experiment were done using 

three different models which are (1) Deep 

Feedforward Neural Network (DFNN), (2) Long 

Short-Term Memory (LSTM), and (3) a Hybrid 

DFNN+LSTM model. The models have been 

trained independently considering the same dataset.  

 

3.5 Model Evaluation 

 

The proportion of true positive predictions among 

all positive predictions is indicated by precision, 

whereas accuracy gauges a model's overall 

correctness. Recall evaluates how well the model 

can recognize every real positive instance. The F1 

score is particularly helpful in datasets that are 

unbalanced because it balances precision and recall 

into a single metric. The purpose of each metric 

varies based on the situation and the expenses 

related to false positives and false negatives. The 

four aforementioned measures are as follows:  

Precision

=
∣ Recommended Items ∩ Relevant Items ∣

∣ Recommended Items ∣
 

Where,TP (True Positives) is the recommended 

items that are relevant and FP (False Positives) 

denotes the recommended items that are not 

relevant. 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall =
∣ Recommended Items ∩ Relevant Items ∣

∣ Relevant Items ∣
 

Where, TP (True Positives) represents 

recommended and relevant and FN (False 

Negatives) are the relevant items that were not 

recommended. 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Where TN (true negatives) means items that have 

not been recommended and are not relevant. 

F-1 Score = 2 x
Precision x Recall

Precision +  Recall
 

Only when Recall and Precision are both high does 

the F1 score rise. Better than Accuracy, the F1 

score is the harmonic mean of precision and recall. 

 

4. Results and Discussion 
 

The dataset is trained and tested using three 

models: DFNN, LSTM and hybrid architecture of 

DFNN and LSTM.  The performance metrics of 

these three models are observed. The following  
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Figure 2. Training and Validation Accuracy of LSTM 

 

 
Figure 3. Training and Validation Accuracy of DFNN 

 

 

 
Figure 4.  Training and Validation Accuracy of Proposed Hybrid model (DFNN+LSTM) 
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Table 3 shows comparative analysis of overall 

Accuracy of these models during the testing and 

training phase.  
 

Table 3. Comparative analysis based on accuracy 

Models 
Training 

Accuracy 

Validation 

Accuracy 

DFNN 91.23% 86.50% 

LSTM 93.85% 94.53% 

Proposed Model 99.06% 98.98% 

 

Fig. 2, Fig. 3 and Fig. 4 denotes the training and 

validation graphs of all these three models. The 

evaluation results show that the Proposed Model 

significantly outperforms both the DFNN and 

LSTM models in terms of training and validation 

accuracy, achieving 99.06% and 98.98% 

respectively. While the DFNN (91.23% train, 

86.50% validation) lacks temporal awareness, the 

LSTM (93.85% train, 94.53% validation) better 

captures sequential user behavior with improved 

generalization. The Proposed Model integrates 

advanced deep learning techniques such as 

temporal modeling, attention mechanisms, and 

feature embeddings, enabling it to deliver highly 

personalized and context-aware recommendations 

with minimal overfitting and superior 

generalization, making it the most robust and 

effective recommender among the three. 

Furthermore, other performance metrics like F1, 

Recall and Precision is calculated for the 

parameters “add_to_cart” , “purchase”, “search”, 

“view”. Table 4, Table 5 and Table 6 represent the 

various observations on these metrics for each 

individual model. 
 

Table 4. Precision, Recall and F1-score of DFNN 

Action_Class Precision Recall F1-Score 

add_to_cart        0.94 0.91 0.93 

purchase 0.98 0.97 0.97 

search 0.96 0.95 0.95 

view 0.99 0.98 0.98 

 

Table 5. Precision, Recall and F1-score of LSTM 
Action 

Class 
Precision Recall 

F1-

Score 

add_to_cart 1.00 0.91 0.95 

purchase 0.92 0.94 0.93 

search 0.73 1.00 0.85 

view 0.90 0.62 0.72 

 
Table 6. Precision, Recall and F1-score of Proposed 

model

Action Class Precision Recall 
F1-

Score 

add_to_cart 1.00 0.99 0.99 

purchase 0.97 0.99 0.98 

search 1.00 1.00 1.00 

view 0.99 0.98 0.99 

 

The Hybrid Model outperforms both DFNN and 

LSTM in all evaluation metrics — Precision, 

Recall, and F1-Score — across all classes 

(add_to_cart, purchase, search, view). Its high 

consistency and near-perfect scores make it the 

most accurate, robust, and reliable model for 

building a user behavior-based recommender 

system in this scenario as shown in Table 7. 

 
Table 7. Comparative analysis of the three models 

Metric DFNN LSTM Hybrid Model 

Precision 
Moderate 

(~0.70–0.90) 

High 

(~0.75–1.00) 

Very High 

(~0.97–1.00) 

Recall 
Moderate 

(~0.60–0.92) 

High 

(~0.85–1.00) 

Very High 

(~0.98–1.00) 

F1-Score 
Moderate 

(~0.65–0.93) 

High 

(~0.84–0.98) 

Very High 

(~0.98–1.00) 

 

5. Conclusion and Future Work 
 

This study presents a hybrid deep learning 

framework that integrates DFNN with LSTM 

networks to deliver personalized and context-aware 

recommendations for e-commerce platforms. The 

proposed model effectively captures both static and 

dynamic (e.g., clickstream or time-series) user 

behavior to provide highly accurate and timely 

suggestions. Experimental results using e-

commerce web log data confirm the model’s 

superiority over standalone DFNN and LSTM 

architectures, achieving a training accuracy of 

99.06% and validation accuracy of 98.98%. 

Furthermore, the hybrid model consistently 

outperforms in terms of Precision, Recall, and F1-

score across critical action classes such as 

"add_to_cart", "purchase", "search", and "view", 

with scores nearing or reaching 1.00. These 

findings validate the model's robustness, 

generalization capability, and real-world 

applicability in understanding and predicting user’s 

intent. 

However, despite the strong performance, the study 

acknowledges certain limitations. Firstly, the model 

requires a large volume of well-labeled sequential 

data, which may not be available in all e-commerce 

setups. Additionally, the cold-start problem for new 

users or items remains partially unresolved, and 

model performance may degrade if the user 

behavior changes significantly over time. For future 

work, the integration of attention mechanisms or 

transformer-based architectures can further enhance 

context modeling. Incorporating reinforcement 

learning could help adapt recommendations in real-

time based on user feedback. Moreover, expanding 

the model to support web content data (e.g., text, 

image, and video) along with web log data in 

recommendations will be key directions for 

evolving intelligent recommender systems. 
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