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Carbon dioxide emissions are an important factor in the increase of greenhouse gases in 

the atmosphere and climate change. Controlling and reducing carbon dioxide emissions 

plays an important role in combating global warming and climate change. Various 

national and international efforts are being carried out to reduce greenhouse gas emissions 

and switch to sustainable energy sources. For this reason, estimating carbon dioxide 

emissions in the coming years is important for determining the measures to be taken.   

In this study, Turkey's carbon dioxide emissions are successfully estimated using two 

different machine learning models. The success of the study was evaluated using three 

different statistical measures: R2, MSE and MAE. The R2 of decision trees was 89.4%, 

MSE was 0.013 and MAE was 0.011; the R2 of artificial neural networks was 92.7%, 

MSE was 0.009 and MAE was 0.006. When we compare the two models, it is seen that 

ANN is more successful than decision trees and predicts with less error. 

 

1. Introduction 

 

One of the biggest problems facing humanity today 

is air pollution. As the population increases, urban 

development and growth increases, and industry 

develops, air pollution becomes increasingly 

important. In general, the harmful effects of air 

pollutants on humans, living organisms and the 

environment show complex distribution patterns 

depending on time, space, exposure time, 

concentration and other characteristics. This 

complexity makes it difficult to model or measure 

the patterns and trends of pollutants and to estimate 

the levels to which people are exposed. One of the 

most important steps to prevent air pollution is to 

model and assess the level of pollution [1]. If air 

quality is measured regularly, it is possible to 

determine the level of pollution in the region. In this 

way, air pollution control plans can be developed, air 

pollution maps can be created and distribution 

models can be developed. In this context, solutions 

to improve air quality and standards can be created 

according to the results obtained from air quality 

measurements in a healthier, more realistic and 

simpler way [2]. 

Machine learning, one of the latest artificial 

intelligence technologies, has produced objective 

and more precise results on air pollution. Machine 

learning is the general name for computer algorithms 

that can independently learn the solution to the 

problem in question through complex pattern 

recognition and data-driven decision making. The 

model created using existing data sets and machine 

learning methods is based on achieving maximum 

performance. When the literature is examined; it is 

seen that forecasting methods for air pollution have 

been developed using various combinations of NO2, 

NO, O3, CO, SO2, PM2.5, PM10 data sets 

[3,4,5,6,7,8]. 

In this study, unlike the literature, machine learning 

models were created to estimate Turkey's carbon 

footprint between 1990 and 2023. For this purpose, 

decision tree regression and artificial neural network 

methods were used. 

 
2. Material and Methods 

 
In this study, machine learning models were created 

to estimate Turkey's carbon footprint. For this 

purpose, decision tree regression and artificial neural 

network methods were used. In the study, 33 annual 

data points between 1990 and 2023 were used. 
 

2.1. Data Set 

 

The independent variables of the study are 

population, gross domestic product ($), electricity 

consumption per capita (kwh), renewable energy in 

total energy (%), coal in total energy (%), natural gas 
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in total energy (%), liquid fuels (gasoline, diesel, 

etc.) in total energy (%), number of internal 

combustion engine vehicles, and forest area 

(hectare). While designing the model for estimating 

carbon emissions, variables that can affect the 

change in carbon emissions for Turkey were selected 

as input units. First of all, demographic and 

economic growth are thought to increase carbon 

emissions. The increase in population increases both 

energy consumption and consumption over time, 

thus increasing production in parallel. Especially 

countries with high populations, such as Turkey, 

China, India, etc., cannot slow down carbon 

emissions because they cannot fully utilize 

renewable energy sources yet. Therefore, 

population, gross domestic product, and electricity 

consumption per capita are included as input units in 

the model. Whether the energy used in the country is 

obtained from fossil-based or renewable energy 

sources also has a positive relationship with carbon 

emissions. The use of coal, which is a fossil-based 

energy source and one of the highest sources of 

carbon emissions, especially for electricity 

generation, industry, and residential heating, causes 

countries to emit significant carbon emissions. 

Increasing the use of renewable energy sources, 

which are defined as clean energy sources, is 

included in the model as it is thought to cause 

countries to reduce carbon emissions over the years. 

Another variable that affects carbon emissions is the 

rate of increase in the number of vehicles using 

internal combustion fossil fuels over time, 

depending on the population, the growth of the 

logistics sector using heavy vehicles due to the 

growth of the economy, and the level of prosperity. 

Although the engine technology of these internal 

combustion engine vehicles has improved over time 

and the use of electric motorized cars has increased, 

the increasing number of internal combustion engine 

vehicles in traffic is included in the model as it is 

thought to increase carbon emissions. Forests are 

known to be the largest carbon storage areas. The 

stored carbon is emitted into the atmosphere due to 

man-made or natural events. Therefore, an increase 

in forest areas over time slows down the release of 

carbon into the atmosphere, while a decrease 

increases it. For this reason, the area covered by 

forest areas was added to the model as the last output 

unit. 

 

2.2. Data pre-processing 

 

In machine learning, the correct processing and 

preparation of data is one of the most important 

factors determining the quality of the results. Data 

collected from multiple sources is often found in an 

unorganized form. This affects the prediction 

performance of the models. Therefore, the raw data 

must be modified before training, evaluating, and 

using machine learning models. Data pre-processing 

is a series of operations for cleaning, transforming, 

organizing, and preparing data. In raw data, there is 

a situation of having incorrect values, such as 

misspelling, corruption, duplication, etc. Data 

cleaning is defined as the process of detecting and 

correcting corrupt or incorrect data, especially in 

large data sets [9]. It makes the resulting 

dysfunctional data useful by correcting it. After the 

scattered, noisy, corrupted, or incorrect observations 

are identified, the following processes are applied 

[10, 11] 

 Use summary statistics to identify normal 

data and identify outliers. 

 Identification and removal of columns with 

the same value or variance 

 Identify duplicate data rows and remove 

them. 

 Marking empty values as missing 

 Fill in the missing values using statistics or 

a trained model. 

 

2.3. Normalization 

 

The normalization process is applied to the raw data 

and has an effect on the preparation of a suitable data 

set for training. The scaling of the inputs and outputs 

of the model (normalization) closely affects the 

performance of the network. Without applying the 

normalization method to the raw data set, it can be 

very slow. Because normalization regularizes the 

distribution of values in the data set, excessively 

large or small values may appear in the data set. 

When calculating the net inputs, these values may 

mislead the network by causing excessively large or 

small values. The fact that some values on the same 

data set have values less than 0 and some have larger 

values shows that these distances between the data, 

especially the extreme data, will be more effective 

on the results. By normalizing the data, it is ensured 

that each parameter in the training input set 

contributes equally to the prediction process of the 

model [12,13]. 

Scaling all inputs in a certain range (mostly in the 

range 0-1) causes both the information coming from 

different environments to be reduced to the same 

scale and the effect of incorrectly entered very large 

and small values to be eliminated. Different 

techniques can be used in normalization processes. 

There are many types of data normalization in the 

literature. These can be listed as rules such as the 

Min-Max rule, median, sigmoid, and Z-score. In this 

study, the data were normalized between 0 and 1 

using the min-max method [14]. 
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(1) 

 

Where xı is the normalized data, xı is the input value, 

xmin is the smallest value in the data set, and xmax is 

the largest value in the data set. 

 

2.4. Machine Learning Techniques 

 

Machine learning makes predictions from the 

learned data based on known features using 

mathematical and statistical methods. Prediction and 

classification operations can be performed using 

machine learning. If the system output of the input 

data is quantitative, it is called prediction, and if it is 

qualitative, it is called classification. Machine 

learning algorithms are divided into two groups: 

supervised learning and unsupervised learning. 

Supervised learning algorithms apply what they 

have learned to new data to predict the value of the 

dependent variable by learning the relationship and 

rules between events using labelled data. An 

unsupervised machine learning algorithm is used 

when the data is not labelled. In this algorithm, the 

data is analysed and focuses on finding a relationship 

between them. Unsupervised machine learning has a 

system structure that focuses on data [15, 16].  

 

2.5. Decision Trees Regression 

 

Tree-based learning algorithms are among the most 

widely used supervised learning algorithms. A 

decision tree is a structure used to partition a dataset 

containing a large number of records into smaller 

sets by applying a set of decision rules. Decision tree 

algorithms are used in both classification and 

regression. Regression is used on numerical target 

data, while classification is used on categorical data 

[17]. A decision tree is a flowchart-like tree structure 

where each internal node represents a feature (or 

attribute), each branch represents a decision rule, and 

each leaf node represents the result. The top node in 

a decision tree is known as the root node. Nodes that 

do not have any child nodes, i.e., nodes where the 

data cannot be further divided, are called leaf nodes. 

Leaves contain the final prediction for the 

observations that reach them. The decision tree 

algorithm starts from the root node and proceeds 

along the tree, making a decision based on the input 

feature values, until it reaches a leaf node. The value 

at the leaf node represents the predicted output value 

[18]. 

They have a predefined dependent variable. It 

categorizes the independent variables into intervals 

according to the knowledge gained. When asked for 

a value from this interval during prediction, it 

answers with the average value in this interval 

(learnt during training). For this reason, decision tree 

regression is not continuous like other regression 

models but discrete. Decision trees try to maximize 

information gain by making choices that reduce the 

entropy (degree of randomness) of the current 

situation. For this purpose, it recalculates the error 

function for each question (node or node) and selects 

the question or situation with the lowest error [19]. 

 

2.6. Artificial Neural Networks 

 

Artificial neural networks are an artificial 

intelligence technique inspired by the information 

processing technique of the human brain. It has been 

developed with the aim of automatically realizing 

abilities such as deriving new information, creating 

new information, and discovering new information 

through learning, which are the characteristics of the 

human brain, without any help [20]. 

The model inspiration of artificial neural networks is 

expressed as neuron structures and activities in the 

human brain. Just as neuron cells come together to 

form the human nervous system, artificial neurons 

come together to form artificial neural networks with 

the connections they establish [21]. Artificial neural 

networks consist of an input layer, one or more 

hidden layers, and an output layer, as shown in 

Figure 1. 

 

 
Figure 1. ANN model 

 

The ability to learn from an information source is 

one of the most important features of ANN.  

Artificial neural networks are trained on appropriate 

data sets for the problem to be solved. The goal of 

this training is to find the most appropriate values for 

the parameters in the ANN model. These parameters 

are the weight values and threshold values of the 

neurons. Our parameters are continuously updated 

throughout the training. In artificial neural networks, 

information is stored in the weights of the 

connections of the neurons in the network. 

Therefore, it is important to determine the weights. 

Since the information is stored in the whole network, 

the weight value of a node alone does not mean 
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anything. The weights in the whole network should 

have optimal values. The process to reach these 

weights is called "training the network.". 

Accordingly, for a network to be trainable, the 

weight values must be dynamically changeable 

within a certain rule [22,23]. 

The activation function provides the curvilinear 

matching between input and output units (layers). 

The correct choice of the activation function 

significantly affects the performance of the network. 

The activation function can generally be chosen as 

unipolar (0–1), bipolar (-1–1), or linear. It is the 

component that enables the network to learn the non-

linear structure [24]. 

Artificial neural networks are divided into two 

categories: feed-forward and feedback networks, 

according to their learning methods. Feed-forward 

networks are artificial neural network models in 

which one-way signal flow occurs; incoming data 

signals are processed on the input and output layers 

and then transferred to the output. A feedback neural 

network model is a network structure in which the 

outputs in the output and intermediate layers are fed 

back to the input units or previous intermediate 

layers. Thus, inputs are transferred in both forward 

and backward directions [25]. 

 

2.7. Evaluation of the models 

 

In the study, the three most commonly used metrics 

in the literature were preferred for the evaluation and 

comparison of the models. The determination 

coefficient (R2), MSE, and MAE values of the 

models were analyzed, and successful and ideal 

models were decided. 

The R2 metric shows how appropriate the 

independent variables in the data set are in predicting 

the value of the dependent variable. Therefore, it 

expresses the predictive power of the regression. It 

is the ratio of the sample variance of the dependent 

variable to the part explained by the independent 

variable. The R2 is between 0 and 1. For the R2, being 

equal to 1 indicates that all of our prediction values 

are equal to the actual values. However, a situation 

such as the R2 being equal to 1 is very likely to 

indicate that the model is memorized. If the 

dependent variable prediction values are given as the 

average of the actual dependent variable values, the 

R2 value is equal to 0. An R2 of 0 appears as the worst 

prediction condition. In other words, giving the 

average of the actual dependent variables to all 

dependent variable predictions is the worst possible 

prediction [21]. R2 is shown in Equation 2. MSE 

(mean squared error) is a measure of success 

evaluation. It provides the opportunity to evaluate 

the differences between actual values and predicted 

 

(2) 

 

values. Especially when using optimization 

methods, it is a function that is tried to be optimized 

to build better models. It is the average error between 

the predicted values predicted by a machine learning 

model and the actual values. It is always positive, 

and it can be said that predictors with MSE values 

close to zero perform better [26]. MSE is shown in 

Equation 3. 

 

(3) 

 

MAE (mean absolute error) is the mean of the 

absolute values of the errors between actual values 

and predicted values. This metric works directly on 

the absolute values of the errors. It is a more direct 

representation of the sum of the error terms. A low 

MAE is expected. As the MAE approaches 0, the 

performance of the model is interpreted as better 

[27]. MAE is shown in Equation 4. 

 

(4) 

 

3. Results and Discussions 
 

The data set used in the study covers the period 

between 1990 and 2023. The data set contains 33 

data points, consisting of annual data. Machine 

learning models consisting of 8 independent 

variables and 1 dependent variable were created to 

estimate Turkey's annual carbon footprint. Two 

machine learning methods, decision trees and 

artificial neural networks, were used in the study. 

The basic working structure of the study is shown in 

Figure 2. 

 
Figure 2. Main stages of the study 

 

In the first stage of the study, data pre-processing 

was carried out for better performance of the raw 

data. At this stage, inconsistent, incomplete, and 

noisy data were reviewed, and corrections were 

made. Thus, the performance of the system has 

increased, including the success and speed of the 

system. 

In the second stage of the study, the effect of 

independent variables on the dependent variable was 

analysed. The correlation relationship between the 

variables was analysed. Correlation analysis is a 
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statistical method that provides information about 

the relationship between variables and the direction 

and severity of this relationship. The correlation 

value is between -1 and 1. A value of 0 means that 

there is no correlation between the variables. As this 

value moves towards -1, it means 'Negative Perfect 

Correlation', and as it moves towards +1, it means 

'Positive Perfect Correlation'. In the study, it was 

observed that the relationship between the variables 

is medium- to high-severity and has a positive 

correlation [28]. 

In the next stage of the study, a normalization 

process was performed. In order to increase the 

performance and success of the models, the data 

were normalized using the min-max method. By 

normalizing the data between 0 and 1, the training 

and testing times were reduced to the optimum time. 

In the study, the data set is divided into two parts: 

training and testing. The training data set is the data 

set on which the model is trained. Here, the most 

optimal parameters (coefficients and weights) are set 

for the models. The test set is the data set used to 

evaluate the model developed in the training set. The 

larger the training set, the better the model will learn, 

and the larger the test set, the more reliable the 

evaluation metrics will be. In the study, training and 

test data were separated at different rates (60%–

40%, 70%–30%, 80%–20%), and the most 

successful rate was achieved when 70% training and 

30% testing were separated. In order to increase the 

accuracy of the model, training and test data were 

selected according to the random sampling method. 

In the study, the parameters of the ANN model were 

decided as a result of different trials in the training 

phase. It was observed that the feedback ANN model 

with two hidden layers and three neurons in each 

layer gave the most successful result. The structure 

of the developed model is shown in Figure 3.

 
Figure 3. ANN model 

 

The most important step in the creation of decision 

trees is the criteria, or criteria according to which the 

branching in the tree will be made or according to 

which attribute values the tree structure will be 

formed. There have been various approaches 

developed to solve the problem. The most important 

ones are information gain and information gain ratio, 

Gini index, towing rule, and Chi-Square contingency 

table statistics. According to the information gain 

and information gain ratio methods, information 

theory, including entropy rules, is used to determine 

which feature to branch according to in the decision 

tree. Entropy is a measure of disorder or uncertainty 

in a system [29]. Entropy: 

 

(5) 

Information gain is based on partitioning a data set 

based on a feature and then subtracting it from the 

overall entropy. As it approaches 1, the importance 

of the feature decreases. In terms of information 

gain, however, the opposite is the case [30]. 

 

 

(6) 

 

In the study, R2 (Coefficient of determination), MSE 

(Mean square error), and MAE (mean absolute error) 

metrics were used for model evaluation, success, and 

error analyses. Table 1 shows the evaluation of the 

models. 

 
Table 1. Evaluation of models 

 Artificial Neural Network Decision Tree 

R2 0.927 0.894 

MSE 0.009 0.013 

MAE 0.006 0.011 

 

 

 
Figure 4. R2 of correlation 

 

Figure 4 shows the (R2) graphs. As a result of the 

study, the R2 was 89.4% for the decision tree and 

92.7% for the ANN. According to these results, it 

can be concluded that the independent variables in 

the models have high explanatory power for the 

dependent variable and provide ideal values. Figure 

5 shows the MSE graphs. In the study, the MSE 

metric was 0.013 for the decision tree and 0.009 for 

the ANN. These values are very close to 
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Figure 5. MSE of the model 

 

zero, which are ideal values. These numerical values 

show that the model has a low error rate and 

successfully predicts the dependent variable. 

 
Figure 6. MAE evaluation 

 

Figure 6 shows the MAE graphs. In the study, the 

MAE metric was 0.006 for the decision tree and 

0.011 for the artificial neural networks. These values 

are very close to the ideal MAE and show that the 

model is successful.  

 

4. Conclusions 

 
Carbon dioxide emissions are an important factor 

causing an increase in greenhouse gases in the 

atmosphere and climate change. Controlling and 

reducing carbon dioxide emissions plays an 

important role in combating global warming and 

climate change. Various national and international 

efforts are directed towards reducing greenhouse gas 

emissions and switching to sustainable energy 

sources.An estimation of carbon dioxide emissions 

in the coming years is important to determine the 

measures to be taken. Carbon dioxide emissions are 

often associated with specific industrial activities, 

energy production, transport, and other human 

interactions. Estimating these emissions is important 

to provide information on future climate change and 

environmental impacts. However, making an 

accurate and reliable forecast is a complex process 

and involves a number of factors. 

In this study, Turkey's carbon dioxide emissions 

were successfully predicted using two different 

machine learning models. The success of the study 

was evaluated using three different statistical 

metrics: R2, MSE, and MAE. The R2 of decision 

trees was 89.4%, MSE 0.013, and MAE 0.011; the 

R2 of artificial neural networks was 92.7%, MSE 

0.009, and MAE 0.006. According to these results, it 

can be said that the success of both models is high. 

When we compare the two models, it is seen that 

ANN is more successful and predicts with less error 

than decision trees. This result is similar to the 

literature [31,32]. According to these results, 

Turkey's carbon dioxide emissions can be 

successfully estimated according to machine 

learning methods. Thus, the measures to be taken for 

the reduction of carbon dioxide emissions and their 

effects can be determined. It will be an important 

source of information, especially for policymakers. 

In further studies, different parameters that will 

affect carbon dioxide emissions can be added to the 

data set, and different machine learning models can 

be tested to increase the success rate. In addition, the 

study can be adapted to different countries. Thus, it 

will be useful for the measures to be taken by other 

countries. 
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