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Abstract:  
 

In the present paper, the invariant solutions of higher order time-fractional 

nonlinear partial differential equations namely, the sixth-order generalized 

Sawada-Kotera equation and seventh-order Korteweg-de Vries (KdV) 

equation. With the aid of conformable derivatives, symmetries are obtained 

and thereby reductions. The exact traveling wave solutions are obtained 

with the application of (
𝐹

𝐺
) −Expansion Method to time-fractional higher 

order nonlinear partial differential equations. Novel general traveling wave 

solutions with arbitrary parameters are effectively presented in trigonometric, 

hyperbolic, and rational function forms. 

 

1. Introduction 
 

1.1 Scope 

 
Fractional calculus a c r o s s  d e c a d e s  i n s p i r e d  

researchers who have endeavored to redefine 

problems in sciences. Fractional derivative was 

originated in 1695 in a conversation between 

Leibnitz and L’Hospital. Later on Riemann- 

Liouville gave the method of representing the 

fractional derivatives [1, 2]. In the definition of 

fractional derivatives, they applied the findings of 

the gamma function and Cauchy integral formula.  

Some more definitions of fractional derivatives 

have been formed by Riesz [3], Caputo, Riemann, 

etc. The conformal derivative representation of 

fractional derivative is given by Khalil et al. [4] 

which satisfies all the properties of derivatives 

including chain rule formula. A number of methods 

are being applied to evaluate the exact solution 

of nonlinear partial differential equation in the 

literature [5-16]. In mathematics, differential 

equations study has been contributing substantially 

in modeling problems in real world and their 

applications not only in physics but in virtually all 

scientific and engineering disciplines. The 

nonlinear partial differential equations may include 

fractional and non-fractional derivatives. Any 

nonlinear partial differential equations change into 

fractional nonlinear partial differential equations 

only by taking the order of given differential 

equation in fractional number in place of integer. 

These fractional nonlinear partial differential 

equations are utilized in many physical events and 

many other domains of science like fluid mechanics, 

aerodynamics, nonlinear optics, plasma physics, 

hydrodynamics, optical fibres, biology, chemistry 

etc.  

There is no certain method or means to solve any 

kind of non-linear partial differential equations of 

the same order, and to the great amount of the 

developed efforts the fractional nonlinear partial 

differential equations have been addressed, 
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resulting in the new strategy that will explain the 

system in everything. The methods include Lie 

symmetry method, the (
𝐺′

𝐺
) −expansion method, 

fractional sub-equation method, exp-function 

method, first integral method etc. 

The significant approach for determining exact 

solution of nonlinear partial differential equations is 

Lie symmetry analysis [17-23].  Within the scope of 

this paper, we concentrate on the subsequent two 

time fractional nonlinear partial differential 

equations of higher order viz., sixth order 

generalized time fractional Swada-Kotera equation 

is given by 

 
𝑢𝑡
𝛼+ a 𝑢2𝑢𝑥𝑥+b 𝑢𝑥𝑢𝑥𝑥𝑥+c 𝑢 𝑢𝑥𝑥𝑥𝑥+d 𝑢𝑥𝑥𝑥𝑥𝑥𝑥=0.   

(1.1.1) 

 

Where 𝑢 = 𝑢(𝑥, 𝑡), 𝑎, 𝑏, 𝑐, 𝑑 are arbitrary constants 

and 𝑢𝑡
𝛼 is the conformal fractional derivative of 

order 𝛼 with respect to ‘t’.And  the seventh order time 

fractional Korteweg-de-Vries(KdV) equation is given by 

 
𝑢𝑡
𝛼+ a 𝑢3𝑢𝑥+b𝑢𝑥

3+c𝑢𝑢𝑥𝑢𝑥𝑥+d𝑢2𝑢𝑥𝑥𝑥 + 𝑒𝑢2𝑥𝑢3𝑥 +
𝑓𝑢𝑥𝑢4𝑥 + 𝑔𝑢𝑢5𝑥 + 𝑢7𝑥=0.    (1.1.2) 

Where 𝑢 = 𝑢(𝑥, 𝑡), 𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓 and 𝑔 are non-

zero arbitrary constants. Here 𝑢𝑡
𝛼 is the conformal 

fractional derivative of order 𝛼 with respect to ‘t’. 

 

1.2 Related Work 

 

Some researchers have added to this by deriving the 

exact solutions of Sawada-Kotera equation. Gazizov 

et al. a c q u i r e  s y mmetrical characteristics in 

2009. Wang G.W. and Xu T.Z.[24] address the 

exact solutions and analyze invariants of Sharma- 

Tasso-Olver equation of fixed order and arbitrary 

order nonlinear time fractional in 2013 using Lie 

group approach. Lie symmetries of time fractional 

Caudrey-Dodd-Gibbon-Swada-Kotera equation has 

been deducted by  Baleanua et al. [25]. Saberi et 

al.[26] have derived lie symmetry analysis and exact 

solutions of the time fractional generalized Hirota-

Satusuma coupled KdV system. Zhang H. and Jinag 

X.Y. gave convergent numerical method for the two-

dimensional nonlinear time fractional diffusion-

wave equation. In 2019 Saleh et al.  f r a me d  t h e  

a n s w e r s  t o  n o n l i n e a r  fractional partial 

differential equations in terms of the singular 

manifold method. Some similarity and numerical 

solutions of the time fractional Burgers System 

were acquired by Zhang et al.[27] obtained. Yuhang 

Wang and Lianzhong Li[28] in 2019 obtained Lie 

symmetry and exact solution of sixth-order 

generalized time-fractional swada-kotera equation. 

In 2020 Roul et al.[29] gave a high order numerical 

method and its convergence for time-fractional 

fourth order partial differential equations. 

In 1877 Boussinesq firstly introduced KdV equation 

and then in 1895 it was rediscovered by Gustav and 

Diederik Kortweg. In 1965 Zabusky and Kruskal 

[30] studied the behavior of solutions of the 

KdVequatons. In 1967 they developed inverse 

scattering transform. In 2005 Geyikli and Kaya[31], 

in 2006 Helal, Yan and mehanna[32], in 2007 Li 

and Wang[33] gave the number of analytical 

solutions of the KdV equation determining 

successfully by using finite difference schemes, 

finite element scheme and fourier spectral method. 

 

1.3 Motivation 

 

The related work above discussed led to motivate us 

for solving the time fractional higher order 

nonlinear partial differential equations. These 

equations come into view of many distinctive 

physical environments. It has been used in 

conformable field theory. It is of interest to use to 

find symmetry, exact wave solution by the series 

method and (
𝑭

𝑮
)-expansion method. 

 

1.4 Outline of the present work 

 

Introduction has been presented in section I. The 

section II gives preliminaries of conformal 

derivatives and methodology of (
𝑭

𝑮
)-Expansion 

Method, Section III present the Lie symmetries 

analysis and Formation of the solutions(Series 

solution, wave solution) of time fractional Swada-

Kotera equation , the section IV contains Lie 

symmetries analysis and Formation of the 

solutions(Series solution, wave solution) of time 

fractional seventh order time fractional Korteweg-

de-Vries(KdV) equation , and our conclusion are 

outlined in part V. 

 

2. Preliminaries 

 
In this section, the conformal derivative has been 

presented. 

 

2.1  Conformable Derivative 

 

Definition: If j is a real-value function in the 

domain [0, ∞), i.e., j : [0, ∞) → ℛ. Then the 

conformable fractional derivative [20] of j of order 

α ∈ (0, 1] in the half space u > 0 is defined as 

 

𝐷∝ (𝑗)(u)= 𝑙𝑖𝑚
Ɛ→0

𝑗(𝑢+Ɛ𝑢1−𝛼)−𝑗(𝑢)

Ɛ
.            (2.1.1) 

Characteristics of the conformable fractional 

derivative given as: 
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Let 𝜑, 𝜓 be two α-differentiable at point u>0 and αϵ 

(0,1].Then 

 

1. D∝ (a 𝜑 +b 𝜓)=a(Dα 𝜑)(u)+b(Dα 𝜓  )(u), for all 

a,bϵ (0, 1]. 

 

2. D∝ (up) =pup-α,for all pϵR. 

 

3. D∝ (k) =0, for any constant k. 

 

4. D∝ (𝜑 𝜓)(u) =  𝜑 (u)D𝛼(𝜓)(u)+ 𝜓 

(u) D𝛼(𝜑)(u). 

 

5. D∝ (
𝜑

𝜓
)(u) =

𝜑(u)D𝛼(𝜓)(u)−𝜓(u) D𝛼(𝜓)(u)

𝜓2(𝑢)
. 

 

6. If  𝜑 is differentiable then D𝛼(𝜑)(u) =

u1−𝛼 d
dt

 (𝜑(𝑢)). 

 

2.2 Methodology of the (
𝑭

𝑮
) −Expansion 

Method 

 

Taking into account a nonlinear partial differential 

equation expressed as 

 
𝜅(𝑑, 𝑑𝑠, 𝑑𝑡 , 𝑑𝑠𝑠, 𝑑𝑡𝑡 , 𝑑𝑡𝑠, ⋯ ) = 0,          (2.2.1) 

 

Where  𝑑 = 𝑑(𝑡, 𝑠) is an unknown function and 

k is a polynomial in 𝑑(𝑡, 𝑠)  and its partial 

derivatives, involving nonlinear terms and higher 

order derivatives.   The key steps of (
𝑭

𝑮
)-

Expansion Method are as under 

Step 1. By defining the variable  𝜁 = 𝑡 − 𝑒
𝑠𝛼

𝛼
 ,  

a s s u me  t h a t  

 

𝑑(𝑡, 𝑠) = 𝑑(𝜁), 𝜁 = 𝑡 − 𝑒
𝑠𝛼

𝛼
        (2.2.2) 

Where 𝑒 is nonzero constant, the wave variable 𝜁 

transform equation (2.2.1) to ODE 
 

𝜅(𝑑, 𝑑′, 𝑑′′, ⋯ ) = 0.         (2.2.3) 

 

Step 2. The ODE has a solution which (2.2.3) can 

be represented by a polynomial in(
𝑭

𝑮
) as  

 

𝑏(𝜁) = ∑ 𝑙𝑖 (
𝑭

𝑮
)
𝑖

𝑦
𝑖=0                 (2.2.4) 

 

Where �̅� = �̅�(𝜁) and �̅� = �̅�(𝜁) satisfy the FLODS 

in the form 
 

𝐹′(𝜁) = η�̅�(𝜁), 𝐺′(𝜁) = ρ�̅�(𝜁).     (2.2.5) 

 

Here 𝑙0, 𝑙1, ⋯, 𝑙𝑦, η and ρ are constants t h a t  w e  

w i l l  h a v e  t o  f i n d  o u t  l a t e r  a n d  𝑙𝑦 ≠

0. We can find the positive integer, say p 

homogeneous balancing method to the highest order 

derivatives terms and nonlinear terms appearing in 

ordinary differential equation. 

With the help of (2.2.5), the solutions can be 

computed   �̅�(𝜁) and �̅�(𝜁) as follows: 

Case-I: If η > 0 and ρ > 0, then (2.2.5) solutions 

can be represented by hyperbolic function which 

can be represented as: 

 

{
�̅�(𝜁) = 𝐶1𝑐𝑜𝑠ℎ(√𝜂√𝜌𝜁) + 𝐶2

√𝜂

√𝜌
𝑠𝑖𝑛ℎ(√𝜂√𝜌𝜁),

�̅�(𝜁) = 𝐶1
√𝜌

√𝜂
𝑠𝑖𝑛ℎ(√𝜂√𝜌𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√𝜂√𝜌𝜁).

}  

(2.2.6) 

 

Case-II: If η < 0 and ρ < 0, then (2.2.5) also has 

the  hyperbolic function solutions: 

 

{
�̅�(𝜁) = 𝐶1𝑐𝑜𝑠ℎ(√−𝜂√−𝜌𝜁) − 𝐶2

√𝜂

√𝜌
𝑠𝑖𝑛ℎ(√−𝜂√−𝜌𝜁),

�̅�(𝜁) = −𝐶1
√−𝜌

√−𝜂
𝑠𝑖𝑛ℎ(√−𝜂√−𝜌𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√−𝜂√−𝜌𝜁).

}  

(2.2.7) 

 

Case-III: If η > 0 and ρ < 0, then (2.2.5) has the 

trigonometric solutions: 

 

{
�̅�(𝜁) = 𝐶1𝑐𝑜𝑠(√𝜂√−𝜌𝜁) + 𝐶2

√𝜂

√−𝜌
𝑠𝑖𝑛(√𝜂√−𝜌𝜁),

�̅�(𝜁) = −𝐶1
√−𝜌

√𝜂
𝑠𝑖𝑛(√𝜂√−𝜌𝜁) + 𝐶2𝑐𝑜𝑠(√𝜂√−𝜌𝜁).

}     

      (2.2.8) 

 

Case-IV: If η < 0 and ρ > 0, then (2.2.5) again 

obtain solutions in the form of trigonometric 

function: 
 

{
�̅�(𝜁) = 𝐶1𝑐𝑜𝑠(√−𝜂√𝜌𝜁) + 𝐶2

√−𝜂

√𝜌
𝑠𝑖𝑛(√−𝜂√𝜌𝜁),

�̅�(𝜁) = −𝐶1
√𝜌

√−𝜂
𝑠𝑖𝑛(√−𝜂√𝜌𝜁) + 𝐶2𝑐𝑜𝑠(√−𝜂√𝜌𝜁).

}     

      (2.2.9) 

 

Step 3. Substituting (2.2.4) and (2.2.5) into 

equation (2.2.3), obtain a system of algebraic 

equations in (
𝑭

𝑮
)
𝑖
 (𝑖 = 1, 2, 3,⋯ , 𝑦) . Equating  the  

coefficients of (
𝑭

𝑮
)
𝑖
  to zero yields a set of 

nonlinear algebraic equations in 𝑎𝑗(𝑗 =

0, 1, 2,⋯ , 𝑦) and 𝑑. Solving these nonlinear 

algebraic system of equations by Maple, we obtain 

exact solutions of (2.2.1). 

 

3. Lie Symmetry 

 
We consider nonlinear partial differential 

equations in two variables in form given below: 

 
𝜕𝛼𝑢

𝜕𝑡𝛼
 = F(t, x, 𝑢𝑥 , 𝑢𝑥𝑥 , 𝑢𝑥𝑥𝑥  , 𝑢𝑥𝑥𝑥𝑥  , 𝑢𝑥𝑥𝑥𝑥𝑥, 𝑢𝑥𝑥𝑥𝑥𝑥𝑥)=0.     
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(3.1) 

 

Here 𝛼 ∈(0, 1] is a parameter. 

The infinitesimal of the one parameter lie group is 

as follows: 

 
𝑢∗ = u+𝜖𝜂(𝑥, 𝑡, 𝑢)+O(𝜖2), 

 

𝑥∗= x+ 𝜖𝜉(𝑥, 𝑡, 𝑢)+O(𝜖2), 

 

𝑡∗= 𝑡 + 𝜖𝜏(𝑥, 𝑡, 𝑢)+O(𝜖2),  

 

Here 𝜖 is the group parameter.      (3.2) 

 

This transformation leaflets the set of solutions of 

equation invariant and gives a linear sys- tem of 

equations for the infinitesimals ξ(x, t, u), τ (x, t, u), 

η(x, t, u). 

From above transformations, we obtained vector 

field which can be written as 

 

V= 𝜉(𝑥, 𝑡, 𝑢)
𝜕

𝜕𝑥
+ 𝜏(𝑥, 𝑡, 𝑢)

𝜕

𝜕𝑡
+ 𝜂(𝑥, 𝑡, 𝑢) 

𝜕

𝜕𝑢
   (3.3) 

 

Where 𝜏, 𝜉 and 𝜂 are the undermined functions. 

By applying lie transformation to equation (1.1.1) 

we obtain the system of determining equations: 

 
(i) 𝜏𝑥 = 0, 𝜏𝑢 = 0 

 

(ii) 𝜉𝑢 = 0, 𝜂𝑢𝑢 = 0 

 

(iii) 6𝑑𝜂𝑥𝑢 −15d𝜉𝑥𝑥 = 0 

 

(iv) 2cu𝜉𝑥 + 𝜂𝑐 − 20𝑑𝜉𝑥𝑥𝑥 + 15𝑑𝜂𝑥𝑥𝑢 = 0 

 

(v) 4cu𝜂𝑥𝑢 + 𝑏𝜂𝑥 − 6𝑐𝑢𝜉𝑥𝑥 − 15𝑑𝜉𝑥𝑥𝑥𝑥 = 0, 

b𝜂𝑢 + 2𝑏𝜉𝑥 = 0 

 

(vi) 6cu𝜂𝑥𝑥𝑢 + 2𝜂𝑎𝑢 + 4𝑎𝑢
2𝜉𝑥 − 4𝑐𝑢𝜉𝑥𝑥𝑥 +

15𝑑𝜂𝑥𝑥𝑥𝑥𝑢 − 6𝑑𝜉𝑥𝑥𝑥𝑥 = 0, −3𝑏𝜉𝑥𝑥 + 3𝑏𝜂𝑥𝑢 = 0 

 

(vii) 3b𝜂𝑥𝑥𝑢 − 𝑏𝜉𝑥𝑥𝑥 = 0 

 

(viii) 2a𝑢2𝜂𝑥𝑢 − 𝑐𝑢𝜉𝑥𝑥𝑥𝑥 + 6𝑑𝜂𝑥𝑥𝑥𝑥𝑥𝑢 +

𝑏𝑡(1−𝛼)𝜉𝑡𝜂𝑥𝑥𝑥 − 𝑑𝜉𝑥𝑥𝑥𝑥𝑥𝑥 − 𝑎𝑢
2𝜉𝑥𝑥 

= 0 

 

(ix) −𝜏𝛼𝑡−𝛼 + 𝜏𝑡−𝛼 + 𝑡(1−𝛼)𝜂𝑢 − 𝑡
(1−𝛼)𝜂𝑡 = 0 

 

(x) 𝑑𝜂𝑥𝑥𝑥𝑥𝑥𝑥 + 𝑎𝑢
2𝜂𝑥𝑥 + 𝑐𝑢𝜂𝑥𝑥𝑥𝑥 + 𝑡

(1−𝛼)𝜂𝑡 = 0 

 

(xi) 6𝜉𝑥 − 𝜂𝑢 = 0     (3.4) 

 

On solving above equations we get the values of 

𝜂, 𝜉, 𝜏 
 

𝜂 = 𝑢𝑐1 

 

𝜉 =
−𝑐1
2
𝑥 + 𝑐2 

 

𝜏 =
−3𝑐1𝑡

𝛼
+ 𝑐3𝑡

(1−𝛼),         (3.5) 

 

Where 𝑐1, 𝑐2 and 𝑐3 are arbitrary constants. 

Hence, the infinitesimal symmetry group for 

equation (1.1.1) is generated by the following three 

vector fields. 

 

𝑉1 = 𝑢
𝜕

𝜕𝑢
−
𝑥

2
 
𝜕

𝜕𝑥
−
3𝑡

𝛼

𝜕

𝜕𝑡
 

 

𝑉2 =
𝜕

𝜕𝑡
 

 

𝑉3 = 𝑡
(1−𝛼) 𝜕

𝜕𝑡
.       (3.6) 

 

Using the above vector fields 𝑉1, 𝑉2, 𝑉3 we obtain 

the similarity reductions of equation (1.1.1) 

Case-I: 

 
2𝑑𝑥

−𝑥
=
𝛼𝑑𝑡

−3𝑡
=
𝑑𝑢

𝑢
 

On solving, we get 

 

𝜉 = 𝑥𝑡
−𝛼

6 , 𝑢 = 𝑡
−𝛼

3 𝑄(𝜉) 
 

Putting all values in equation (1.1.1), we get 

ordinary differential equation: 

 
−𝛼

3
 𝑄(𝜉) −

𝛼

6
𝜉 𝑄′(𝜉) +

𝑎𝑄2(𝜉)𝑄′′(𝜉)+b𝑄′(𝜉)𝑄′′′(𝜉)+c 𝑄(𝜉)𝑄′′′′(𝜉) +
𝑑𝑄′′′′′′(𝜉) = 0.               (3.7) 

 

Case-II: 

 
𝑑𝑥

1
=

𝑑𝑡

𝑡(1−𝛼)
=
𝑑𝑢

0
 

 

On solving, we get 

 

𝑥 =
𝑡𝛼

𝛼
, 𝑢 = 𝑄(𝜉).  Here 𝜉 = 𝑥 − 𝑣 

𝑡𝛼

𝛼
.          (3.8) 

 

Using these values in equation (1.1), we get 

ordinary differential equation: 
𝑑𝑄′′′′′′(𝜉)+c 𝑄(𝜉)𝑄′′′′(𝜉)+b𝑄′(𝜉)𝑄′′′(𝜉) +

𝑎𝑄2(𝜉)𝑄′′(𝜉) − 𝑣 𝑄′(𝜉) = 0. (3.9) 

 
 

3.2 Formation of the solutions 

 

3.2.1 Series Solution 

 

Theorem: Equation (3.7) admits the following 

power series solution of the form 
𝑄(𝜉) = 𝐵𝜉𝑟             (3.2.1.1) 

Where ‘B’ and ‘r’ are constants to be determined. 

We equate the exponents of 𝜉 suitably such that 
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their respective coefficients becomes zero. By 

equating the exponents 2r-3 and r-5, we get r=-2 

and also, by equating the exponents r+1 and 2r-3, 

we obtain r=4. 

Collecting the powers of 𝜉, we get 

 
r = −2, r = 4         (3.2.1.2) 

 

The value of B evaluated using maple software 

 

𝐵 = (
−210 𝑑

2𝑏+5𝑐
)          (3.2.1.3) 

 

Using the value of B and 𝜉 in equation (3.2.1.1), 

we get 

 

𝑄(𝜉) = (
−210 𝑑

2𝑏+5𝑐
) 𝑥𝑡

−𝛼

6                          (3.2.1.4) 

 

and represented by 

 

𝑢(𝜉) = 𝑥𝑡
−𝛼

6  (
−210 𝑑

2𝑏+5𝑐
).                            (3.2.1.5) 

 

3.2.2 Exact Traveling Wave Solutions 

 

Here, we use equation (3.8) to reduce equation 

(1.1.1) to the nonlinear fractional ODE below 

 
𝑑𝑄′′′′′′(𝜉)+c𝑄(𝜉)𝑄′′′′(𝜉)+b𝑄′(𝜉)𝑄′′′(𝜉) +
𝑎𝑄2(𝜉)𝑄′′(𝜉) − 𝑣𝑄′(𝜉) = 0.(3.2.2.1) 

 

Balancing the highest order derivative term 𝑄′′′′′′(𝜉) 
with nonlinear term 𝑄(𝜉)𝑄′′′′(𝜉),  

 

we get 𝑚 = 2, and the resulting solution of (4.6) as 

 

𝑄(𝜉) = 𝑎0 + 𝑎1 (
𝑭

𝑮
) + 𝑎2 (

𝑭

𝑮
)
2

        (3.2.2.2) 

 

Where 𝑎0, 𝑎1 and 𝑎2 are constants to be determined. 

Using the equation (3.2.2.2) in the equation 

(3.2.2.1), collecting all terms with the same powers 

of (
𝑭

𝑮
) together, and equating each coefficient of 

them to zero yields a set of algebraic equations. 

Solving these algebraic equations by Maple, we 

obtain the following results: 

 

Case-I 

 

When 𝑎2 = 0, 𝑎1 =
−𝑣

2𝑏𝜇𝜆2
,  𝑎0 =

2(2𝑐+√4𝑐2−34𝑎𝑑)𝜇𝜆

𝑎
 

 

(a) If 𝜆 > 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 

 

𝑄(𝜉)

=
2(2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√𝜇
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁)

𝐶1
√𝜇

√𝜆
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁)

)

 
 
,

(3.2.2.3) 
 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary 

wave solution. 

 

𝑄(𝜉) =
2(2𝑐+√4𝑐2−34𝑎𝑑)𝜇𝜆

𝑎
+

−𝑣

2𝑏𝜇𝜆2
(
√𝜆

√𝜇
𝑡𝑎𝑛ℎ(√𝜆√𝜇𝜁))           (3.2.2.4) 

 

(b)If 𝜆 < 0 and 𝜇 < 0, then the following 

hyperbolic solutions are obtained. 
𝑄(𝜉)

=
2(2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√−𝜆√𝜇𝜁) − 𝐶2

√−𝜆

√−𝜇
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√−𝜆
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√−𝜆√−𝜇𝜁)

)

 
 
,  

(3.2.2.5) 
 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary 

wave solution 
 

𝑄(𝜉) =
2(2𝑐+√4𝑐2−34𝑎𝑑)𝜇𝜆

𝑎
+

−𝑣

2𝑏𝜇𝜆2
(
√−𝜆

√−𝜇
𝑡𝑎𝑛ℎ(√−𝜆√−𝜇𝜁))  (3.2.2.6) 

 

(C) If 𝜆 > 0 and 𝜇 < 0, then the following 

trigonometric function solutions are obtained. 
 

𝑄(𝜉)

=
2(2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√−𝜇
𝑠𝑖𝑛(√𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√𝜆
𝑠𝑖𝑛(√𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√𝜆√−𝜇𝜁)

)

 
 
,

(3.2.2.7) 
 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 
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(d) If 𝜆 < 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 

 
𝑄(𝜉)

=
2(2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠(√−𝜆√𝜇𝜁) − 𝐶2

√−𝜆

√𝜇
𝑠𝑖𝑛(√−𝜆√𝜇𝜁)

𝐶1
√𝜇

√−𝜆
𝑠𝑖𝑛(√−𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√−𝜆√𝜇𝜁)

)

 
 
, (3.2.2.8) 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

 
Figure 1. Graph of solution given by Eq. (3.2.2.4) for 

x=0⋯20 and t=0⋯40. 

 

 
Figure 2. Graph of Solutions given by Eq. (3.2.2.6) for 

x=-10⋯60 and t=0⋯80. 

 
Figure 3. Graph of Solutions given by Eq. (3.2.2.7) for 

x=−10⋯60 and t=−10⋯60. 

 
Figure 4. Graph of Solutions given by Eq. (3.2.2.8) for 

x=0⋯10 and t=0⋯40. 
 

Case-II  

When 𝑎2 = 0, 𝑎1 =
−𝑣

2𝑏𝜇𝜆2
,  𝑎0 =

−2(−2𝑐+√4𝑐2−34𝑎𝑑)𝜇𝜆

𝑎
 

 

(a) If 𝜆 > 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 
 

𝑄(𝜉)

=
−2(−2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√𝜇
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁)

𝐶1
√𝜇

√𝜆
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁)

)

 
 
, (3.2.2.9) 

 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary constants. 

In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary wave 

solution. 

 

𝑄(𝜉) =
−2(−2𝑐+√4𝑐2−34𝑎𝑑)𝜇𝜆

𝑎
+

−𝑣

2𝑏𝜇𝜆2
(
√𝜆

√𝜇
𝑡𝑎𝑛ℎ(√𝜆√𝜇𝜁)) (3.2.2.10) 

 

(b)If 𝜆 < 0 and 𝜇 < 0, then the following 

hyperbolic solutions are obtained. 

 
𝑄(𝜉)

=
−2(−2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√−𝜆√𝜇𝜁) − 𝐶2

√−𝜆

√−𝜇
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√−𝜆
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√−𝜆√−𝜇𝜁)

)

 
 
, 

      (3.2.2.11) 
 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary 

wave solution 
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𝑄(𝜉)

=
−2(−2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2
(
√−𝜆

√−𝜇
𝑡𝑎𝑛ℎ(√−𝜆√−𝜇𝜁))    (3.2.2.12) 

 

(C) If 𝜆 > 0 and 𝜇 < 0, then the following 

trigonometric function solutions are obtained. 
 

𝑄(𝜉)

=
−2(−2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√−𝜇
𝑠𝑖𝑛(√𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√𝜆
𝑠𝑖𝑛(√𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√𝜆√−𝜇𝜁)

)

 
 
, 

(3.2.2.13) 
 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

(d) If 𝜆 < 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 
 

𝑄(𝜉)

=
−2(−2𝑐 + √4𝑐2 − 34𝑎𝑑)𝜇𝜆

𝑎

+
−𝑣

2𝑏𝜇𝜆2

(

 
 
𝐶1𝑐𝑜𝑠(√−𝜆√𝜇𝜁) − 𝐶2

√−𝜆

√𝜇
𝑠𝑖𝑛(√−𝜆√𝜇𝜁)

𝐶1
√𝜇

√−𝜆
𝑠𝑖𝑛(√−𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√−𝜆√𝜇𝜁)

)

 
 

 

(3.2.2.14) 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 
 

 

Figure5. Graph of Solutions given by Eq. (3.2.2.10) for 

x=10⋯50 and t=40⋯90. 

  
Figure 6. Graph of Solutions given by Eq. (3.2.2.12) 

for x=−10⋯60 and t=0⋯50. 

 
Figure 7. Graph of Solutions given by Eq. (3.2.2.13) 

for x=−10⋯60 and t=−10⋯30. 

Figure 8. Graph of Solutions given by Eq. (3.2.2.14) 
for x=−10⋯10 and t=0⋯50. 

 

4. Discussions 
 

(i) Figure1 shows the solution given in 

Eq. (3.2.2.4) with parametric values  

 

𝐶1 = 0, 𝐶2 = 4, 𝜆 = 1, 𝜇 = 1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 3, 𝑐 = 3, 𝑑 = 3, 𝑥 = 0⋯20, 𝑡 = 0⋯40. 
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(ii) Figure2 shows the solution given in 

Eq. (3.2.2.6) with parametric values  

 

𝐶1 = 0, 𝐶2 = 1, 𝜆 = −1, 𝜇 = −1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 3, 𝑐 = 3, 𝑑 = 3, 𝑥 = −10⋯60, 𝑡 = 0⋯80. 

 

(iii) ,Figure3 shows the solution given in 

Eq. (3.2.2.7) with parametric values  

 

𝐶1 = 2, 𝐶2 = 5, 𝜆 = −1, 𝜇 = −1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 4, 𝑐 = 3, 𝑑 = 3, 𝑥 = −10⋯60, 𝑡 = −10⋯60. 

 

(iv) Figure4 shows the solution given in 

Eq. (3.2.2.8) with parametric values  

 

𝐶1 = 2, 𝐶2 = 5, 𝜆 = −1, 𝜇 = 1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 4, 𝑐 = 3, 𝑑 = 3, 𝑥 = 0⋯10, 𝑡 = 0⋯40. 

 

(v) Figure5 shows the solution given in 

Eq. (3.2.2.10) with parametric values  
 

𝐶1 = 0, 𝐶2 = 4, 𝜆 = 1, 𝜇 = 1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 3, 𝑐 = 3, 𝑑 = 3, 𝑥 = 10⋯50, 𝑡 = 40⋯90. 

 

(vi) Figure6 shows the solution given in 

Eq. (3.2.2.12) with parametric values 

 

𝐶1 = 0, 𝐶2 = 4, 𝜆 = −1, 𝜇 = −1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 3, 𝑐 = 3, 𝑑 = 3, 𝑥 = −10⋯60, 𝑡 = 0⋯50. 

 

(vii) Figure7 shows the solution given in 

Eq. (3.2.2.13) with parametric values  
 

𝐶1 = 2, 𝐶2 = 5, 𝜆 = 1, 𝜇 = −1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 3, 𝑐 = 3, 𝑑 = 3, 𝑥 = −10⋯60, 𝑡 = −10⋯30. 

 

(viii) Figure4 shows the solution given in 

Eq. (3.2.2.14) with parametric values  
 

𝐶1 = 2, 𝐶2 = 5, 𝜆 = −1, 𝜇 = 1, 𝛼 =
1

2
, 𝑣 = 1, 𝑎 =

−3, 𝑏 = 4, 𝑐 = 3, 𝑑 = 3, 𝑥 = −10⋯10, 𝑡 = 0⋯50. 

 

5. Lie symmetries Analysis of Korteweg-de 

Vries (KdV) Equation 

 
By applying lie transformation to equation (1.1.2) we 

obtain the system of determining equations: 

 

(i) 𝜏𝑥 = 0, 𝜏𝑢 = 0 

 

(ii) 𝜉𝑢 = 0, 𝜂𝑢𝑢 = 0, 𝜉𝑢𝑢 = 0, 𝜉𝑥𝑢 = 0 

 

(iii) 7𝜂𝑥𝑢 − 21𝜉𝑥𝑥 = 0 

 

(iv) 2𝑔𝑢𝜉𝑥 + 𝑔𝜂 − 35𝜉𝑥𝑥𝑥 + 21𝜂𝑥𝑥𝑢 = 0 

 

(v) −10𝑔𝑢𝜉𝑥𝑥 + 𝑓𝜂𝑥 + 5𝑔𝑢𝜂𝑥𝑢 − 35 𝜉𝑥𝑥𝑥𝑥 =
0, 𝑓𝜂𝑢 + 2𝑓𝜉𝑥 = 0 

 

(vi) 4𝑑𝑢2𝜉𝑥 + 𝑒𝜂𝑥𝑥 − 10𝑔𝑢𝜉𝑥𝑥𝑥 + 2𝑑𝑢𝜂 +
35𝜉𝑥𝑥𝑥𝑢 − 21𝜉𝑥𝑥𝑥𝑥𝑥 + 10𝑔𝑢𝜂𝑥𝑥𝑢 = 0, 2𝑒𝜉𝑥 + 𝑒𝜂𝑢 =

0, 4𝑓𝜂𝑥𝑢 + 2𝑒𝜂𝑥𝑢 − 6𝑓𝜉𝑥𝑥 − 𝑒𝜉𝑥𝑥 = 0 
 

(vii) −4𝑓𝜉𝑥𝑥𝑥 + 3𝑒𝜂𝑥𝑥𝑢 − 𝑒𝜉𝑥𝑥𝑥 + 6𝑓𝜂𝑥𝑥𝑢 +
4𝑐𝑢𝜉𝑥 + 𝑐𝜂 + 𝑐𝑢𝜂𝑢 = 0,−3𝑑𝑢

2𝜉𝑥𝑥 + 𝑐𝑢𝜂𝑥 + 𝑒𝜂𝑥𝑥𝑥 −
5𝑔𝑢𝜉𝑥𝑥𝑥𝑥 − 7𝜉𝑥𝑥𝑥𝑥𝑥 + 3𝑑𝑢

2𝜂𝑥𝑢 = 0, 3𝑒𝜂𝑥𝑢 − 3𝑒𝜉𝑥𝑥 =
0 

 

(viii) 3𝑎𝑢2𝜂 + 𝑐𝑢𝜂𝑥𝑥 + 𝑓𝜂𝑥𝑥𝑥𝑥 − 𝜉𝑥𝑥𝑥𝑥𝑥𝑥𝑥 −
𝑡𝜉𝑡

𝑡𝛼
+

6𝑎𝑢3𝜉𝑥 + 7𝜉𝑥𝑥𝑥𝑥𝑥𝑥𝑢 − 𝑑𝑢
2𝜉𝑥𝑥𝑥 + 3𝑑𝑢

2𝜉𝑥𝜂𝑥𝑥𝑢 −
𝑔𝑢𝜉𝑥𝑥𝑥𝑥𝑥 + 5𝑔𝑢𝜂𝑥𝑥𝑥𝑥𝑢 = 0 

 

(ix) 4𝑏𝜉𝑥 + 2𝑏𝜂𝑢 = 0 

 

(x) −𝑓𝜉𝑥𝑥𝑥𝑥 + 2𝑐𝑢𝜂𝑥𝑢 + 3𝑏𝜂𝑥 − 𝑐𝑢𝜉𝑥𝑥 = 0 

 

(xi) 𝑡𝜂𝑢 + 𝜏 − 𝜏𝛼 − 𝑡𝜏𝑡 = 0 

 

(xii) 
𝑡𝜂𝑡

𝑡𝛼
+ 𝑑𝑢2𝜂𝑥𝑥𝑥 + 𝑔𝑢𝜂𝑥𝑥𝑥𝑥𝑥 + 𝜂𝑥𝑥𝑥𝑥𝑥𝑥𝑥 +

𝑎𝑢3𝜂𝑥 = 0 
 

(xiii) 7𝜉𝑥 − 𝜂𝑢 = 0.      (4.1) 

 

Whose solution is 

 
𝜂 = 𝑢𝐶1 

 

𝜉 =
−𝐶1
2
𝑥 + 𝐶2 

 

𝜏 =
−7𝐶1𝑡

2𝛼
+ 𝐶3𝑡

1−𝛼     (4.2) 

 

Where 𝐶1, 𝐶2 and 𝐶3 are arbitrary constants. Hence, 

the infinitesimal symmetry group for equation (1.2) 

is generated by the following three vector fields. 

 

𝑉1 = 𝑢
𝜕

𝜕𝑢
−
𝑥

2
 
𝜕

𝜕𝑥
−
7𝑡

2𝛼

𝜕

𝜕𝑡
 

 

𝑉2 =
𝜕

𝜕𝑥
              (4.3) 

 

𝑉3 = 𝑡
(1−𝛼)

𝜕

𝜕𝑡
. 

 

Using the above vector fields 𝑉1, 𝑉2, 𝑉3 we obtain 

the similarity reductions of equation (1.1.2) 

described in theorem 1 and 2. 

 

Theorem 1: The transformation 𝜉 = 𝑥𝑡
−𝛼

7  and 𝑢 =

𝑡
−2𝛼

7 𝑍(𝜉), 𝜉 = 𝑥 −
𝑣𝑡𝛼

𝛼
 which is obtained from the 

similarity group method, reduce the equation (1.2) 

to ordinary differential equation as below; 
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−2𝛼

7
 𝑍(𝜉) −

𝛼

7
𝜉𝑍′(𝜉) + 𝑎𝑍3(𝜉)𝑍′(𝜉) + 𝑏(𝑍′(𝜉))

3
+

𝑐𝑍(𝜉)𝑍′(𝜉)𝑍′′(𝜉) + 𝑑𝑍2(𝜉)𝑍′′′(𝜉) + 𝑒𝑍′(𝜉)𝑍′′′(𝜉) +
𝑓𝑍′(𝜉)𝑍′′′′(𝜉) + 𝑔𝑍(𝜉)𝑍′′′′′(𝜉) + 𝑍′′′′′′′(𝜉) = 0.     

having series solution.          (4.4) 

 

Proof 

Equation (4.4) admits the following power series 

solution of the form 

 
𝑄(𝜉) = 𝐴𝜉𝑝            (4.5) 

 

Where 𝐴 and 𝑝 are constants to be determined. We 

equate the exponents of 𝜉 suitably such that 

respective coefficients become zero. By equating 

the exponents 4𝑝 + 6 and 2𝑝 + 2, we get 𝑝 − 2, by 

equating the exponents 2𝑝 + 2 = 𝑝 + 7, we obtain 

𝑝 = 5, and also by equating the exponents 3𝑝 +
4 and 4𝑝 + 6, we get 𝑝 = −2. 
Collecting the powers of 𝜉, we get 

 
𝑝 = −2, 𝑝 = 5              (4.6) 

 

The value of  𝐴 evaluated using maple software 

 

𝐴 = √(
10080

2𝑏+3𝑐−6𝑑
)             (4.7) 

 

Using the value of 𝐴 and 𝜉 in equation (4.5), we get 

 

𝑄(𝜉) = √(
10080

2𝑏+3𝑐−6𝑑
) (𝑥𝑡

−𝛼

7 )
−2

        (4.8) 

 

and represented by           

  𝑢 =
1

𝑥2
𝑡
−2𝛼

7 √(
10080

2𝑏+3𝑐−6𝑑
)      (4.9) 

 

Theorem 2: 

 

The transformation  𝑥 =
𝑡𝛼

𝛼
, 𝑢 = 𝑍(𝜉), 𝜉 = 𝑥 −

𝑣𝑡𝛼

𝛼
 

which is obtained from the similarity group method, 

reduce the equation (1.1.2) to ordinary differential 

equation as below; 

 

−𝑣𝑍′(𝜉) + 𝑎𝑍3(𝜉)𝑍′(𝜉) + 𝑏(𝑍′(𝜉))
3
+

𝑐𝑍(𝜉)𝑍′(𝜉)𝑍′′(𝜉) + 𝑑𝑍2(𝜉)𝑍′′′(𝜉) + 𝑒𝑍′(𝜉)𝑍′′′(𝜉) +
𝑓𝑍′(𝜉)𝑍′′′′(𝜉) + 𝑔𝑍(𝜉)𝑍′′′′′(𝜉) + 𝑍′′′′′′′(𝜉) = 0. (4.10) 

 

Gives wave solution. 

Proof: Balancing the highest order derivative term 

𝑄′′′′′′(𝜉) with nonlinear term 𝑄(𝜉)𝑄′′′′(𝜉), we get 

𝑚 = 2, and the resulting solution of (4.7) as 

 

𝑄(𝜉) = 𝑎0 + 𝑎1 (
𝑭

𝑮
) + 𝑎2 (

𝑭

𝑮
)
2

  (4.11) 

 

Where 𝑎0, 𝑎1 and 𝑎2 are constants to be determined. 

Using the equation (4.11) in the equation (4.10), 

collecting all terms with the same powers of 

(
𝑭

𝑮
) together, and equating each coefficient of them 

to zero yields a set of algebraic equations. Solving 

these algebraic equations by Maple, we obtain the 

following results: 

 
𝑎0 = 𝑎0, 𝑎1

=  ±
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
, 𝑎2

= 0, 

Where 𝑎0 is an arbitrary constant. 

 

Case-I When  

 

𝑎0 = 𝑎0, 𝑎1 = 
√−2𝑎(−120𝜇𝜆g−14μλe+6d𝑎0+𝑐𝑎0)𝜇

𝑎
, 𝑎2 = 0. 

 

(a) If 𝜆 > 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 

 
𝑄(𝜉)

= 𝑎0 + (
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
)

× 

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√𝜇
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁)

𝐶1
√𝜇

√𝜆
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁)

)

 
 
  (4.12) 

 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary 

wave solution. 
 

𝑄(𝜉) = 𝑎0 +

(
√−2𝑎(−120𝜇𝜆g−14μλe+6d𝑎0+𝑐𝑎0)𝜇

𝑎
) (

√𝜆

√𝜇
𝑡𝑎𝑛ℎ(√𝜆√𝜇𝜁))   

(4.13) 

 

(b) If 𝜆 < 0 and 𝜇 < 0, then the following 

hyperbolic solutions are obtained. 
 

𝑄(𝜉)

= 𝑎0 + (
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
)

× 

(

 
 

𝐶1𝑐𝑜𝑠ℎ(√−𝜆√𝜇𝜁) − 𝐶2
√−𝜆

√−𝜇
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√−𝜆
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√−𝜆√−𝜇𝜁)

)

 
 
   

(4.14) 
 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 
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In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary 

wave solution 
 

𝑄(𝜉) = 𝑎0 +

(
√−2𝑎(−120𝜇𝜆g−14μλe+6d𝑎0+𝑐𝑎0)𝜇

𝑎
) (

√−𝜆

√−𝜇
𝑡𝑎𝑛ℎ(√−𝜆√−𝜇𝜁))     

 (4.15) 

(c) If 𝜆 > 0 and 𝜇 < 0, then the following 

trigonometric function solutions are obtained. 

 
𝑄(𝜉)

= 𝑎0 + (
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
)

× 

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√−𝜇
𝑠𝑖𝑛(√𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√𝜆
𝑠𝑖𝑛(√𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√𝜆√−𝜇𝜁)

)

 
 
 (4.16) 

 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

(d) If 𝜆 < 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 

 
𝑄(𝜉)

= 𝑎0 + (
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
)

× 

(

 
 
𝐶1𝑐𝑜𝑠(√−𝜆√𝜇𝜁) − 𝐶2

√−𝜆

√𝜇
𝑠𝑖𝑛(√−𝜆√𝜇𝜁)

𝐶1
√𝜇

√−𝜆
𝑠𝑖𝑛(√−𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√−𝜆√𝜇𝜁)

)

 
 
 (4.17) 

 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

Case-II When  
 

𝑎0 = 𝑎0, 𝑎1 = − 
√−2𝑎(−120𝜇𝜆g−14μλe+6d𝑎0+𝑐𝑎0)𝜇

𝑎
, 𝑎2 =

0. 

 

(a) If 𝜆 > 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 

 
𝑄(𝜉)
= 𝑎0

+ (−
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
) × 

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√𝜇
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁)

𝐶1
√𝜇

√𝜆
𝑠𝑖𝑛ℎ(√𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁)

)

 
 
      (4.18) 

 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary 

wave solution. 

 
𝑄(𝜉) = 𝑎0 +

(−
√−2𝑎(−120𝜇𝜆g−14μλe+6d𝑎0+𝑐𝑎0)𝜇

𝑎
)(

√𝜆

√𝜇
𝑡𝑎𝑛ℎ(√𝜆√𝜇𝜁))           

(4.19) 

 

(b) If 𝜆 < 0 and 𝜇 < 0, then the following 

hyperbolic solutions are obtained. 
 

𝑄(𝜉)
= 𝑎0

+ (−
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
) × 

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√−𝜆√𝜇𝜁) − 𝐶2

√−𝜆

√−𝜇
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√−𝜆
𝑠𝑖𝑛ℎ(√−𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠ℎ(√−𝜆√−𝜇𝜁)

)

 
 
,  

 (4.20) 
 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

In specific, if 𝐶1 = 0, 𝐶1 ≠ 0, we have the solitary 

wave solution 

 
𝑄(𝜉)

= 𝑎0

+ (−
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
) × 

(
√−𝜆

√−𝜇
𝑡𝑎𝑛ℎ(√−𝜆√−𝜇𝜁))            (4.21) 

 

(c) If 𝜆 > 0 and 𝜇 < 0, then the following 

trigonometric function solutions are obtained. 
 

𝑄(𝜉)
= 𝑎0

+ (−
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
) × 

(

 
 
𝐶1𝑐𝑜𝑠ℎ(√𝜆√𝜇𝜁) + 𝐶2

√𝜆

√−𝜇
𝑠𝑖𝑛(√𝜆√−𝜇𝜁)

−𝐶1
√−𝜇

√𝜆
𝑠𝑖𝑛(√𝜆√−𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√𝜆√−𝜇𝜁)

)

 
 
   (4.22) 

 

Where 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
, 𝐶1 and 𝐶2 are arbitrary 

constants. 

(d) If 𝜆 < 0 and 𝜇 > 0, then the following 

hyperbolic solutions are obtained. 
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𝑄(𝜉)
= 𝑎0

+ (−
√−2𝑎(−120𝜇𝜆g − 14μλe + 6d𝑎0 + 𝑐𝑎0)𝜇

𝑎
) × 

(

 
 
𝐶1𝑐𝑜𝑠(√−𝜆√𝜇𝜁) − 𝐶2

√−𝜆

√𝜇
𝑠𝑖𝑛(√−𝜆√𝜇𝜁)

𝐶1
√𝜇

√−𝜆
𝑠𝑖𝑛(√−𝜆√𝜇𝜁) + 𝐶2𝑐𝑜𝑠(√−𝜆√𝜇𝜁)

)

 
 
    (4.23) 

 

Where 

 

 𝜁 = 𝑥 − 𝑣
𝑡𝛼

𝛼
,  

 

𝐶1 and 𝐶2 are arbitrary constants. 

 

6. Conclusion 
 

We obtain Lie symmetries, vector fields and 

symmetry reductions of sixth-order generalized time 

fractional Swada-Kotera equation and seventh order 

time fractional Korteweg-de-Vries (KdV) equation. 

Power series method and (
𝑭

𝑮
)-expansion method 

yields exact travelling wave solutions of the 

equation. The identified solutions, which include 

hyperbolic, trigonometric, and rational categories, 

are potentially significant for various scientific 

fields. The present work highlights the Lie 

symmetry analysis and (
𝑭

𝑮
)-expansion methods are 

significant mathematical tools to explore the 

nonlinear equations appearing in the field of 

physics and engineering. 
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