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Abstract:  
 

This paper introduces an algorithm designed to find the  shortest  and  second  shortest  

paths  between  two  nodes  in a  network.  Path  optimization  plays  a  crucial  role  in  

various fields, such as urban road management, network communication, and traffic 

planning. Numerous algorithms and insights inspired by  machine  learning  have  been  

developed,  leading  to  valuable outcomes in these areas. However, many existing 

algorithms are mainly  focused  on  minimizing  path  duration,  and  they  often neglect  

other  important  factors  such  as  cost,  motor  heating, and  battery  level,  which  can  

substantially  affect  the  process. This  study  presents  an  enhancement  to  Yen’s  

algorithm  with the  A   star  algorithm,  aiming  not  only  to  achieve  a  shorter time 

but also to reduce the associated costs. In many practical scenarios, algorithms that 

target the absolute shortest travel time often incur higher costs. Consequently, the 

second shortest path identified  by  Yen’s  algorithm  is  valuable  because  it  not  only 

meets the requirement for a shorter travel time but also tends to  incur  lower  costs  

compared  to  the  shortest  path.  Then  this work  try to proof this model  can be  a  

reduction  of Knapsack problem.This study uses the main roads in Lanzhou City as an 

example, using network topology to establish a coordinate system. By considering the 

time(t) and cost(c) associated with different transportation  options,  this  study  aims  to  

develop  a  solution that more accurately reflects practical conditions and expected 

outcomes.  The  results  indicate  that  the  proposed  algorithm is  more  effective  at  

meeting  the  time  and  cost  requirements compared to the original algorithm. 

 

1. Introduction 
 

Path optimization  is  a  aimed at determining the of 

steps from a  starting point to a destination. This 

process involves considering various constraints 

and associated costs while  its  objective  is  to  

minimize  various  factors,  such  as distance, time, 

cost, energy usage, network density, and speed, or  

a  combination  of  these  factors[1]  to  satisfying  

specific constraints. This problem has been 

observed in several real- world applications where 

path optimization can applied, such as robotics and 

transportation (e.g., logistics, telecommunica- tions, 

gaming, and autonomous driving)[2, 3]. 

Path planning and optimization are crucial in 

robotics be- cause they enable autonomous robots 

to effectively navigate complex  and  dynamic  

environments. When  determining  the most 

efficient path for task completion, robots must 

consider various factors, including obstacles, 

terrain,  and interactions with  humans[4].  For  

instance,  this  is  particularly  signifi- cant  in  

warehouse  automation,  where  robots  must  

navigate 
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tianjl2023@lzu.edu.cn). aisles, avoid collisions, 

and optimize picking routes. Robotic workspaces 

often contain various potential dangers that robots 

must  navigate.  However  accurately  determining  

the  robot’s exact  positions  is  often  impractical  

and  not  cost-effective. To address this issue, a 

multi-objective optimization (MOO) algorithm [5] 

based on particle swarm optimization (PSO) was 

developed  for  robot  navigation.  Furthermore,  an  

intelligent optimization  algorithm  was  

designed[6]  to  facilitate  multi- objective path 

optimization in industrial welding robots. With the 

help of artificial intelligence and machine learning, 

existing optimization  algorithms  have  been   able  

to   solve  most   of the problems.  However,  when 

handling  large-scale  dynamic networks,  multi-

objective  optimization,  and  real-time  path 
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recalculations, the performance of exciting 

algorithms will be substantially degraded. When  

solving optimization problems related  to  large-

scale  datasets,  the  methods  used   have  to be  

very  simplified  due  to  the  arithmetic  limitations  

of  the computing devices. Bai[7] propose a bilevel 

variable grouping (BLVG)-based  framework  to  

scaled  back  the  data  into  two variable cells 

which can effectively reduce the computing time 

complexity. However, this  subcomponents  

algorithm is  only applicable  when  the  point  set  

size  is  large.  It  is  still  not very  practical  for  

large-scale  data  processing  and  complex 

interrelationships.  Graph  databases  are  a  type  of  

NoSQL database that  stores  data  in  nodes,  

edges,  and properties to represent and structure 

information. Its advantages can easily fix the 

problems with complex queries and rich data 

models. Unfortunately, the graph query is hard due 

to the NP-complete nature  of  subgraph  

isomorphism.  Zhao  and  his  fellew[8] present a 

high performance graph indexing mechanism, 

SPath, to address the graph query problem on large 

networks in 2010. It  performance  very  well  but  

many  large  networks  change rapidly  over  time,   

such  that  incremental  update   of  graph indexing 

structures becomes important. 

In the  field  of transportation, path  optimization 

problems based on urban transportation networks 

are widely considered as  MOO  tasks.  Real-time  

traffic  fluctuations, road  closures, or  multi-modal  

transport  options  impact  optimization  tasks more 

difficult. In real-world scenarios, factors such as 

travel time  and  other  considerations,  like  

remaining  battery  level, are crucial when selecting 

between different transportation op- tions. Given 

that congestion in urban transportation networks 

increases  emissions,  Nagurney[9]  proposed  a  

more  efficient approach. E. Mandl[10]introduced a 

heuristic algorithm that effectively calculates 

distances and routes in large networks. For 

individuals with disabilities, Ferrari et al.[11] 

proposed an approach that leverages network 

science and spatio-temporal analysis to identify 

accessible routes. To mitigate the impact of crisis 

events, Chen et al. proposed a dynamic road 

network model based on Dijkstra algorithm  [12] to 

facilitate vehicle evacuation. 

When navigating an urban transportation network, 

the pri- mary considerations are typically the time 

and cost of reaching the destination. To determine 

the shortest path in a network flow, the Ford-

Fulkerson[13] algorithm, which is based on the 

principle of maximum flow minimum cut, is  a 

widely used approach. In recent years, more 

advanced algorithms such as Dijkstra  and  A*[14],  

and  more  sophisticated  methods  such as genetic 

algorithms and PSO, have been applied to address 

these problems. Wu[15]  employed  an  enhanced 

Dijkstra  al- gorithm to select vehicle routes in 

urban traffic. Considering potential disruptive 

events, the concept of transportation net- work 

resilience has emerged as a critical factor that 

influences path optimization outcomes[16]. 

Nevertheless, each existing path optimization 

algorithm has limitations. Lu[17] analyzed and  

summarized  the   strengths  and  weaknesses  of  

current mainstream  approaches,  and  also  outlined  

future  trends  for static and dynamic path-planning 

algorithms. In  some  path  optimization  scenarios,  

traveling  along  the shortest path yields the optimal 

solution. However, real-world conditions can 

complicate this viewpoint because the shortest path 

often requires more resources. In situations where 

energy is limited, minimizing energy consumption 

to achieve the tar-get becomes a significant 

challenge. To address this problem,this study 

proposes a multivariate optimization problem. This 

study presents  a combination of Yen’s  algorithm  

and the A star  algorithm,  aimed  at  minimizing  

energy  expenditure  or cost while ensuring shorter 

travel times. A proof that the problem can be seen 

as the reduction of the knapsack problem. 

The primary contributions of this study are as 

follows: 

•   An  improved  Yen’s  algorithm  combined  with  

the  A* algorithm  is  proposed  to  address  path  

optimization  in existing methods, making it more  

suitable for the 2nd- Shortest Path Problem (one 

component of k-shortest path problem(KSP)) in 

scenarios with a high number of paths and nodes. 

•   To address the challenge that the shortest 

distance often results  in  the  highest  cost  in  real-

world  situations,  we propose a model that 

mitigates the limitations associated with  traditional  

methods.  Then  proof  this  model  can reduction to 

the Knapsack problem. 

•   The  proposed  algorithm  was  validated  

through  experi- ments conducted on the urban road 

management of major roads in Lanzhou City, and 

the results demonstrated that the framework  

significantly enhances path optimization outcomes. 

 

2. Related algorithm 
 

This essay use 2nd-Shortest Path Problem to 

demonstrate the balance between time consumption 

and money cost in ur- ban traffic problem. The 

whole strategy of this demonstration is shown by 

figure 1. 

Rapid  advancements  in  computer  technology  

and  deep learning have made applying such 

techniques to traffic man- agement  problems  a  
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prominent  research  area.  The  Dijkstra algorithm 

and its derivative, the A star algorithm, are widely 

recognized as a solution for the acyclic shortest 

path problem with non-negative weight.  Originally 

introduced in  1968  by Peter  Hart  et  al.  at  the  

Stanford  Research  Institute,  the  A star algorithm 

[18] is considered an extension of the Dijkstra 

algorithm. In addition, incorporating heuristic 

functions into the A  star  algorithm has been 

demonstrated to  significantly improve  its  overall  

performance  compared  to  the  Dijkstra algorithm, 

particularly in networks with many edges. 

First,  it  is  essential  to  understand  the  function  

used  to compute the priority of each node in the A 

star algorithm: 

𝑓(𝑛) = 𝑔(𝑛) + ℎ(𝑛) ,                       (1) 

 

where f(n) represents the general priority of node n. 

When selecting the next node to traverse, the node 

with the highest priority  (i.e.,  the  one  with  the  

smallest  value  of  f(n))  is chosen. Here, g(n) 

denotes the cost of node n from the starting point 

and h(n) represents the expected cost of node n 

from the  endpoint,  which  is  the  heuristic  

function  of  the  A  star algorithm. 

Typically,  two  methods  are  employed  when  

calculating distances. The first is the Manhattan 

distance, which is used when only four directions 

are allowed in the graph: up, down, left, and right. 

The second is the Euclidean distance, which is 

applicable when any direction is allowed in the 

graph. There are two notable special cases: when 

g(n)= 0, which indicates that the algorithm is 

incorrect and degenerates into a greedy algorithm 

that may not yield the shortest; and when h(n)=0, 

which indicates that the algorithm has no heuristic 

function and reverts to the Dijkstra  algorithm. As 

the value of h(n) decreases, the algorithm traverses 

a larger number of nodes, which results in a slower 

algorithmic process. 

The  KSP  concept  was  first  proposed  by   

Hoffman  and Pavley  in  1959[19].  KSP  is  

generally  categorized  into  two types: restricted 

KSP and unrestricted KSP. The restricted KSP 

requires that the  set  of shortest paths must not 

contain  any loops,  whereas  the  unrestricted  KSP  

does  not  impose  such a  limitation  on  the  

identified  shortest  paths.  In   1971,  Yen [20]  

reviewed  the  computational  requirements  and  

memory addresses related to algorithms for 

determining the k-shortest loopless paths. Based on 

this analysis, he introduced a new algorithm known 

as Yen’s algorithm. 

Yen’s algorithm comprises three distinct phases. In 

the first phase, the shortest path, denoted as P(1), is 

calculated. The remaining k-1 shortest paths are 

then calculated sequentially, with each subsequent 

path depending on the previous one. In the second 

step, the (i+1)th shortest path, P(i+1), is determined 

by considering all nodes on P(i), except the 

terminal node,  as deviation nodes. The  algorithm 

then calculates the shortest path from each 

deviation node to the terminal node. The  shortest 

deviation path is determined by integrating the 

previous paths from the initial node to the deviation 

nodes on P(i) to form a potential path. Let N denote 

the number of nodes and M represent the number of 

edges. Consequently, the time complexity 

isO(NM*log(N+M)+M^2[20] , which can be 

effectively managed based on M. Nevertheless, the 

number of edges on the shortest path is 

significantly smaller than the number of edges in 

the graph, which results in more accurate outcomes 

than expected. To address this limitation, Aljazzar 

[21] introduced a heuristic approach with an on-the-

fly search known as the “A star algorithm.” The 

time complexity of this algorithm is 

O(M+NlogN+k), where k represents the order of 

one path in the sequence of the shortest paths. 

 

3. An improved yen’s Algorithm 
 

A.  Overall Structure 

The proposed algorithm for optimizing urban 

traffic paths is   described  below.  Algorithm1   

and  Algorithm2   are  the original  algorithms  

to  find  the  shortest  path  that  presented in  

article[14].  The  algorithm3  is  the   main  

idea  of  Yen’s algorithm[20]   to remove the  

specified edge from the optimal path and find 

the optimal path. Last two algorithms are con- 

ventional Yen’s algorithm and the improvement 

of it proposed by this work. 

 

Algorithm 1 Heuristic Estimate For A* 

Algorithm.[14] 

INPUT: START POINT AND DESTINATION 

POINT 

Compute the Euclidean distance 

between the start point and 

destination point 

OUTPUT: DISTANCE 

Algorithm 2 A star algorithm.[14] 

INPUT: START POINT AND 

DESTINATION POINT 

Initialize start as node with 

start  id 

Initialize end as node with end  id 
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Initialize open  set as an empty priority 

queue, visited as an empty set 

Push (0,start.id,empty  path, 0, 0) into 

open  set While open  set is not empty, 

do 

(f  n, current  id, path, total  time, total  

cost) = open  set 

If current  id is in visited, do 

Continue to the next iteration. 

End if 

Add (current  id, None) to path 

Add current  id to visited 

If current  id is equal to end.id, do 

Obtain the shortest path, total  

time and total  cost 

“Terminal!” 

End if 

If current  id is in self.edges ,do 

for each edge in self.edges [current  

id], do 

Update the last element of path to 

(current  id, edge) 

Calculate heuristic as the estimated 

cost 

from current node to end using 

algorithm 1 Calculate new  time = 

total  time+edge.time Calculate new  

cost = total  cost +  edge.cost  

Calculate f  n = new  time + 

heuristic 

Update (f  n, edge.end, 

updated path, new  time,new  

cost) into open  set 

End for 

End if 

End while 

“the shortest path is not exists!” 

OUTPUT: THE SHORTEST PATH 

 

Algorithm 3 Remove the specified edge from the 

optimal path and find the optimal path for the current 

graph. 

INPUT: GRAPH , start  id, end  id, edge to 

remove 

Remove edge to remove from graph 

Calculate the shortest path, total time, and 

total cost for the current graph using 

algorithm 2. 

OUTPUT: SHORTEST PATH , TOTAL TIME , 

TOTAL COST 

Algorithm 4 Conventional Yen’s algorithm for 

finding the top 2 shortest paths. 

Set second  shortest path = Null 

Set second total  time = infinity 

Set second total  cost = infinity 

Calculate the shortest path for the original 

graph using conventional Yen’s algorithm. 

OUTPUT:  SHORTEST  PATH ,  SHORTEST  

TIME ,  SHORTEST COST,  SECOND  

SHORTEST  PATH ,  SECOND  TOTAL  TIME 

, SECOND TOTAL COST. 

 

Algorithm 5 Improved Yen’s algorithm for finding 

the top 2 shortest paths. 

Calculate the shortest path for the original 

graph 

using algorithm 2. 
Set second  shortest path = Null 

Set second total  time = infinity 

Set second total  cost = infinity 

for each edge in shortest 

path, do if edge[1] is 

not Null, do 

Generate graph g by deeply copying the 

original 

graph, and removing the current edge. 

Calculate the shortest path, total time 

and total cost of the current graph g 

using algorithm 2. 

if total  time < second total  

time or    (total  time == 

second total  time and 

total  cost < second  total  cost), do 

Update second  shortest path = 

path      Update second total  

time = total  time 

Updatesecond total  cost = 

total  cost 

end if 

end if 

end for 

OUTPUT:  SHORTEST  PATH ,  

SHORTEST  TIME ,  SHORTEST COST,  

SECOND  SHORTEST  PATH ,  SECOND  

TOTAL  TIME , SECOND TOTAL COST. 

B.  Enhanced Algorithm 

The main idea of algorithm 5 is to combines 

Yen’s algorithm with the A  star  algorithm. 

Yen’s  algorithm determines each step  of  the  

shortest  path  by  the  Dijkstra  algorithm.  

Conversely,  in  the  context  of  urban  traffic  

road  path  optimization, the number of roads 

and nodes substantially increases. The  

traditional  Dijkstra  algorithm  cannot  obtain  
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an  optimal solution in a timely manner. 

Therefore, the A star algorithm is  considered  

a  suitable  alternative  for  such  operations.  In 

addition,  the  flexibility  of  the  A   star  

algorithm  facilitates a  trade-off  between  the  

time  required  and  the  cost  of  the results. 

Calculations revealed the time complexity of 

the new algorithm is determined to be 

𝑂(𝑁2𝑀 ∗ 𝑙𝑜𝑔𝑁) (𝑁 points by 𝑀 edges and the 

number of iteration is (𝑁𝑙𝑜𝑔𝑁), indicating that 

it effectively eliminates the influence of the 

number of edges in the original algorithm. 

Furthermore, a comparison of the 

computational times revealed the significant 

impact of the improved algorithm on overall 

time complexity. 

In addition, the disparity between the 

theoretical and prac- tical  applications  of  the  

algorithms  in  real-world  scenarios requires 

further exploration. The primary challenge lies 

in the balance between time and resource 

expenditure, as the shortest time to a destination 

often requires the highest resource utiliza- tion. 

Consequently, a viable strategy involves 

minimizing costs while reducing time or 

distance. This study proposes selecting the path 

with the lowest cost among the shortest paths. 

When the shortest paths have the same cost, the 

second shortest path with the lowest cost is 

selected.Based on the previous elaboration, it 

can be concluded that the time complexity of 

the improved algorithm is related to the scale 

of the input (number of vertices). This suggests 

that it falls into the category of NP-complete 

problems. It follows that the problem posed in 

this paper is potentially reducible to a known 

problem. 

 

4. Reduction to the knapsack problem 
 

The Knapack Problem is a well-known 

optimization prob- lem that models  a  scenario 

where you have  a  set  of items, each with its own 

weight and value, and a knapsack with a maximum 

weight capacity. The objective is to select items to 

include in the knapsack such that the total value of 

the chosen items is maximized, but the total weight 

does not exceed the knapsack’s capacity. It finds 

applications in resource alloca- tion, portfolio 

optimization, and scheduling, among others. 

For  the  optimal problem raise by  this  article,  let  

the  the battery or the fuel volume a constant 

number G. Faster and shorter transportation will be  

seen by the items with higher weight. Given two 

values T_i , C_i  and D_i  to transportation i to 

denote the travel time T, cost C and the distance 

D_i. The exact ruduction function can be set as 

equation 2. 

 

                                          (2) 

 

where  gi   denoted  by  the  weight  of  

transportation  i.  Then the  problem  is  reducted  

into  a  knapsack  problem  with  the maximum 

weight capacity G and the value of each item is Ci. 

By rnduction, it can be obtained that the problem 

presented in  this  paper  is  NP-complete,  which  is  

consistent  with  the previous  analysis  on  the  

time  complexity  of  the  improved algorithm. 

 

5. Experiment 
 

A.  Dataset 

 

As  a  typical river-valley  city,the  unique  

geographical  en- vironment  and  complex  traffic  

of  Gansu   Lanzhou  layout bring great challenges 

to traffic management. Given that the enhanced 

algorithm exhibits reduced sensitivity to the 

number of edges M, and considering that urban 

paths can typically be represented with a limited 

number of nodes (denoted as N) and numerous 

traffic paths (denoted as M), this study presents an 

urban traffic path optimization problem as an 

experimental case. The data and graphs used in this 

experiment were derived from a two-dimensional 

coordinate system of major roads in Lanzhou  City.  

All  the  data  are  from  the  publicly  available 

datasets [22] and China Digital Elevation Map[23] . 

The origin of the coordinates can be any node in the 

graph. Seven well- known  locations  were  selected  

as  nodes  in  the  graph,  with node A denoted as 

the initial point and node G as the final point. The 

types of transportation used between various points, 

travel time, and associated costs were provided. As 

illustrated in Figure 2, a binary array is used to 

represent the duration of time spent and the costs 

incurred between two locations, with three colors 

indicating different modes of transportation. 

The primary objective of this model is to identify 

the short- est and the second shortest time-

consuming paths from node A to node G using two 

distinct algorithms: the enhanced Yen’s algorithm 

and the standard version. A comparison of the time 

durations used by the two algorithms is essential. 

Moreover, the  costs  associated  with  these  paths  

will  be  evaluated  to determine if they align with 

real-world scenarios, specifically assessing  

whether  the  second  shortest  time-consuming  

path requires less cost than the shortest path. 

 

B.  Experimental Details 
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To  facilitate  manipulation  and  align  more  

closely  with practical usage  scenarios, the A  star  

algorithm  employs the 2-dimensional Euclidean 

distance as its metric distance. The formula for this 

distance is given by: 

  

Where  ρ  represents  the  Euclidean  distance  

between  point (x_1,y_1) and  point  (x_2,y_2),  

and  |X|  denotes  the  Euclidean distance between 

point (x_1,y_1) and the origin of the coordi- nates. 

The edge and node data were input into the 

proposed algorithm, yielding the results presented 

below. 

 

C.  Test Results 

Figures 3  and 4  show the detailed image and data 

results of the  time-consuming  shortest  and  

second  time-consuming shortest paths using the 

improved algorithm. To clearly illus- trate the 

differences between these two paths, the shortest 

path is marked in red and the  second  shortest path 

is marked in yellow in Figure 4. The experimental 

findings indicate that the proposed algorithm 

provides valuable insights for addressing urban 

transportation path optimization problems. 

As  shown  in  Figure 3,  the  shortest  time-

consuming  path starts from node A, passes through 

nodes B and D, and then ends at node G, with a 

total travel time of 10.5 units and a total cost of 

12.5 units. The second shortest time-consuming 

path also starts from node A, traverses nodes B and 

D, and then ends at node G, with a total time of 

11.5 units and a total cost of 11.5 units. The 

primary difference between these two paths is the 

mode of transportation between nodes A and B.  

In the second shortest time-consuming path, a bus 

is chosen as the mode of conveyance. This  slight 

change  significantly reduced commuting expenses, 

with only a minimal increase in travel time. In 

addition, this result supports the conjecture and 

conclusions of this study. 

In addition, Figure 3 illustrates the trajectories of 

the short- est path and the second shortest path. The 

total computational time  of  the  enhanced  

algorithm  was  approximately  0.0147 second,  

whereas  that  of  the  unmodified  algorithm  was  

ap- proximately 0.0534 second. The experimental 

results indicate that the enhanced algorithm exhibits 

superior time complex- ity, particularly  when  

solving problems  involving  numerous nodes  and  

edges,  such  as  urban  traffic  path  optimization. 

The  proposed  algorithm  demonstrates  high  

generalizability. Transportation path optimization 

problems involving numer- ous nodes and edges 

simply require inputting the connected relationship  

of  each  node  and  the  binary  array  of  vehicles 

represented by each edge into the enhanced 

algorithm. 

 

 

Figure 1. The whole strategy of the demonstration. 

 
Figure 2.   Graph of the main road in Lanzhou. 

 

 
 

 
 

 
 

 
 

 

 

Figure 3. Comparison of two paths. 
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Figure 4.The result graph. 
 

4. Conclusions 

 
This study introduces an optimized version of 

Yen’s algo- rithm for solving KSP using the A star 

algorithm. By providing pseudo-code  and  using  it  

as  illustrative  examples,  the  im- proved 

algorithm exhibits significant computational 

efficiency, particularly for urban traffic path 

optimization involving nu- merous edges. After 

applying the improved Yen’s algorithm to  solve 

the KSP, the hypotheses regarding the  shortest and 

second  shortest time-consuming paths were 

confirmed to be accurate.  Notably,  the  second  

shortest  time-consuming  path offers cost savings 

while ensuring a reasonable travel time. The 

inherent flexibility of the algorithm also allows its 

application to various path optimization problems, 

extending beyond its 

initial application to urban road paths. However, the 

ruduction tells the problem proposed is NP-

complete. To  address this limitation,  future  work  

will  explore  a  new  computational problem of 

urban networks path optimization and try to fix it 

with acceptable time complexity. 
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