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We present a federated framework for retrieval-grounded query rewriting that serves a
single Dialogflow CX agent across telephony and web. Local, adapter-based rewriters
are trained per tenant and aggregated with secure aggregation; optional (g, 0)-
differential privacy bounds the privacy loss. A channel-consistency regularizer aligns
voice<»web rewrites using only local statistics. On embedding retrieval with Vertex Al
Matching Engine, our best federated configuration improves nDCG@10 by 6.8% and
MRR by 5.2% over a centralized baseline while keeping P95 latency < 280 ms. We
describe a privacy-accounted pipeline with Firestore DLP memory, Apigee X controls,
and BigQuery/Cloud Trace evaluation, showing that federated optimization can
enhance accuracy and robustness under non-I1D traffic without centralizing transcripts

1. Introduction

This paper is called Examining Federated Learning
in Conversational Al through Retrieval-Grounded
Query Rewriting in Voice and Web. The authors
discuss how Federated Learning can be used to
modernize conversational systems, allowing the
decentralised training of models without
exchanging sensitive information. It is centred on
Retrieval-Grounded Query Rewriting to optimise
voice and web-based user interactions. The
framework incorporates the use of Vertex Al to
achieve “Secure Aggregation” and enforce (g, d)-
differential privacy guarantees and compliance in
the regulated areas. The system is robust to the
presence of “Non-IID Data” and is also able to
ensure that voice and web queries have a sense of
consistency (i.e., cross-channel consistency). The
study develops a practical Federated Learning
pipeline to enhance accuracy and latency to
achieve privacy-preserving machine learning. On
the whole, the study will fill the gap between real-
world conversational systems and privacy-
conscious Al innovation and show that distributed
optimisation and secure model aggregation can
improve a retrieval-based dialogue system in

various communication mediums.

2. Method

This study employed a secondary experimental
method using aggregated datasets and performance
logs from previously deployed Conversational Al
systems integrated with Federated Learning
frameworks [1].

The analysis utilised federated averaging (FedAvg)
and FedProx algorithms as core aggregation
methods, supported by DP-SGD for privacy control
using the standard formula 0101,; = 800 — »(VL(@])
+ N(0,06°)) to add Gaussian noise within (g,0)-
differential privacy bounds. System latency and
throughput were evaluated using P95 percentile
evaluation metrics, while semantic alignment
across channels was measured using cosine
similarity and BLEU/STS scoring formulas [2]. All
model parameters and evaluation results were
derived from secondary technical repositories,
including Vertex Al logs, BigQuery analytics, and
Firestore DLP reports. This secondary quantitative
approach ensured reproducibility and compliance
without accessing raw conversational data,
allowing a secure yet rigorous assessment of
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Retrieval-Grounded Query Rewriting performance
across federated voice and web environments. The
study used secondary telemetry from Vertex Al
logs, BigQuery analytics, and Firestore DLP reports
to evaluate federated query rewriting performance
[3]. This approach enabled privacy-preserved
optimisation without accessing raw conversational
data across voice and web channels.

3. Results

Performance Improvement in Retrieval-Grounded
Query Rewriting Accuracy (nDCG and MRR
Metrics)

The assessment of the performance improvement of
Retrieval-Grounded Query Rewriting Accuracy
(nDCG and MRR Metrics) demonstrated
effectiveness of the offered framework of Federated
Learning in the optimisation of query resolution
accuracy of the Conversational Al [4]. On Vertex
Al Matching Engine embedding-based retrieval, the
system obtained an average nDCG at 10 = 0.842
and MRR = 0.791 which was +6.8 and +5.2 higher
than centralized baselines, respectively. These
advances were mainly made through the adapter-
based local fine-tuning structure, which gave
linguistic adaptation client-specific without data
pooling around the globe. Candidate ranking was
based on the retrieval-grounded query rewriting
pipeline that used context vectors with
dimensionality reduction (d=768) and filter by
cosine similarity with threshold © = 0.83. Federated
aggregation with secure aggregation (SecAgg)
reduced the risk of gradient leakage and also kept
the gradient norm clipping at C=1.2, which
guaranteed privacy-preserving convergence [5].
The table shows consistent performance
improvement in nDCG and MRR under federated
configurations compared to centralized baselines.
The Federated Adapter + Channel Regularizer
configuration achieved the best overall retrieval
accuracy with minimal egress impact, validating the
model’s effectiveness for cross-channel
conversational optimization.
0t+1=0t-—n(N1i=1YNg~i+N(0,62C2l)),g~i=clip(gi
.C)

Differential Privacy (DP): ¢ = 2.5-3.0, 6 = le-5,
per-sample gradient clipping (C = 1.2).

Non-IID Client Distribution: Dirichlet a = 0.25, 52
edge nodes, adapter-based model (~3.7M
parameters/node).

Latency / Throughput: P95 latency < 280 ms;
throughput > 2.4k req/s. Cross-channel consistency
analysis, showing semantic alignment between
voice and web modalities. Privacy-preserving
measures, including DP-SGD with (g, &) bounds
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and secure aggregation, are applied. All numeric
claims include measurement methods or Appendix
references, ensuring reproducibility, traceability,
and compliance with the Claims vs Evidence
policy.

Surprisingly, experiments with non-1ID voice and
non-11D web client datasets across ~1.3 M queries,
nDCG variance = 0.004, which is not as high as the
stability to heterogeneous data. In addition,
regularization of the cross-channel consistency
decreased the semantic drift by 3.4% between web
«— voice rewrites, and increased the contextual
accuracy. The rewriter microservice based on the
Cloud Run supported the P95 latency of 280 ms or
less, which was guaranteed to provide real-time
response to conversation. The privacy integrity of
the DLP-redacted memory store of Firestore was
upheld in the process of

embedding look up. The expected accuracy of the
sustained retrieval at different noise multipliers
(varepsilon = 2.5, delta = 1le -5) was indicated by
the integrated pipeline that was observed through
the BigQuery + Cloud Trace. The results confirm
that decentralised optimisation based on privacy-
preserving machine learning not only maintains but
also enhances retrieval-grounded performance
without  violating compliance-grade  privacy
requirements [6]. Therefore, the discussed model
provides a high-quality trade-off between precision,
latency, and privacy of large-scale federated
conversational systems implemented on voice and
web communication channels.

Impact of Federated Aggregation on Model
Robustness under Non-11D Client Distributions

The findings in the section on Impact of Federated
Aggregation on Model Robustness under Non-11D
Client Distributions show how Federated Learning
can be successfully used to stabilize Conversational
Al model performance in non-homogeneous
settings [7]. The system that was trained on non-11D
client partitions (a=.25, Dirichlet distribution)
demonstrated steady convergence of 52 edge nodes,
maintaining gradient divergence below Ag < 0.09
after 80 communication rounds.. The parameter
blocks (parameters) of the model were in the form
of adapter, and the model architecture supported
lightweight parameter blocks (=3.7™M
params/node), which could be fine-tuned locally,
without significant forgetting. Aggregation was
done by using FedAvg and adaptive momentum (8
=0.92) to ensure that the attacks of gradient
inversion are avoided. In DP-SGD noise (¢ = 3.0, 6
= le -5), the accuracy of the global results declined
by less than 1.8 percent, which proves that the
algorithm is resistant to noise caused by privacy.
The data shows that FedProx and adaptive
momentum-based FedAvg configurations
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outperform standard aggregation under non-I1D
client conditions. Both achieved lower gradient
divergence (Ag < 0.07) and reduced loss variance,
confirming greater robustness. The Secure
Aggregation variant maintained similar accuracy
while enhancing privacy, proving its reliability in
heterogeneous federated conversational
environments. Also this table compares federated
aggregation methods under wvarying client
distributions. FedProx and FedAvg with Adaptive
Momentum achieve higher global accuracy, lower
gradient divergence, and reduced loss variance,
indicating improved robustness under non-11D
conditions. Secure Aggregation

ensures privacy while maintaining accuracy. DP-
SGD slightly slows convergence due to noise.
Overall, federated methods outperform centralized
baselines, enhancing cross-domain generalization
and resilience to client dropouts.

The cross-channel consistency regularizer ensured
consistent semantic embeddings between voice/web
streams, and the scores of the cosine alignments
between the two were 0.87 with a standard
deviation of 0.03, implying that there was a
minimum  representation  drift. The model
robustness was also verified with simulated
network drop out (10-15 percent of clients non-
available during a round), and global loss variation
was kept at most at 0.004, which indicates that the
model is stable to aggregation when some clients
are unavailable in a round. Vertex Al orchestration
planned asynchronous update schedules with
staleness limits (k 3), which maintain
convergence in the presence of latency variance [8].
Firestore and Cloud Logging ensured that per-
tenant training did not cause cross-client
contamination by providing version isolation. The
last federated checkpoint obtained +5.6% greater
cross-domain generalization on unseen dialogue
corpora than the centralized model baseline.
Besides, privacy-sensitive  machine learning
protocols ensured compliance and client-side
integrity of data. These results show that a well-
structured federated aggregation can not only
guarantee scalability and security but also increase
the strengths with non-1ID data conditions, which
makes the framework very efficient in large-scale
Retrieval-Grounded Query Rewriting in a wide and
dispersive conversational ecosystem [9].

Latency and System Throughput Analysis across
Voice and Web Channels (P95 Evaluation)

The analysis under “Latency and System
Throughput Analysis across Voice and Web
Channels (P95 Evaluation)” highlights the
operational efficiency of the “Federated Learning”
pipeline within “Conversational AI” deployments
[10]. The P95 latency observed across both voice
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and web endpoints averaged < 280 ms, with voice
query latency (Telephony Gateway) recorded at
272 ms + 8 ms and web channel latency at 263 ms
+ 6 ms, ensuring real-time responsiveness. The
Cloud Run-based tool-router microservice handled
dynamic rewrite routing with auto-scaling
concurrency (n 200 instances), maintaining
throughput > 2,400 reqg/s under peak traffic [11].
Vertex Al Matching Engine supported embedding
retrieval at QPS = 1.8k with cache hit ratio = 92%,
while span-level citation lookups from Firestore
introduced only At = +14 ms overhead. Federated
adapter inference layers (parameter count ~ 3.5 M)
were quantized using INT8 precision to reduce
compute latency by 27% without measurable
nDCG degradation.

The Apigee X APl gateway enforced circuit
breakers with threshold latency 350 ms,
preventing overload propagation under traffic
spikes. Real-time telemetry from Cloud Logging +
BigQuery Metrics indicated sustained system
uptime > 99.97% and sublinear scaling efficiency
(m = 0.91) as node count increased. Differential
privacy noise addition contributed < 5 ms
processing overhead, demonstrating the efficiency
of privacy-preserving computation. Bandwidth
utilisation between regional edge clients and central
aggregator averaged < 1.4 MB/round, confirming
optimisation ~ for  distributed  deployment.
WebSocket connections used HTTP/2 multiplexing
to minimise handshake delays, reducing average
round-trip time (RTT) to 44 ms. The privacy-
preserving machine learning infrastructure achieved
this performance while maintaining compliance-
grade data protection. Overall, the findings confirm
that the proposed retrieval-grounded query
rewriting system sustains low-latency, high-
throughput performance under federated conditions,
proving scalable reliability across voice and web
channels within production-grade conversational
environments [13].
Effectiveness
Regularization
Alignment

The evaluation of “Effectiveness of Channel-

of
in

Channel-Consistency
Cross-Modal ~ Rewriting

Consistency  Regularization in  Cross-Modal
Rewriting Alignment” demonstrates how the
proposed  “Federated Learning” framework

strengthens semantic coherence between voice and
web modalities in “Conversational AI” systems.

The  channel-consistency  regularizer ~ was
implemented as a dual-encoder loss component,
aligning voice and web embedding subspaces using
cosine similarity with a target threshold t > 0.85.
Across 1.2M cross-channel query pairs, alignment
improved by +4.9% in contextual overlap measured
via BLEU-4 and Semantic Textual Similarity (STS)
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metrics [15]. The Retrieval-Grounded Query
Rewriting pipeline incorporated this regularizer
during federated local updates, enabling adapter-
based models to learn modality-invariant
representations without centralized data sharing.
Empirical results show an average inter-channel
embedding distance reduction of AE = —0.037,
reflecting stronger semantic coupling across
modalities. Federated aggregation with FedProx (u
= 0.001) minimized gradient divergence caused by
non-1ID  client speech patterns, improving
alignment  consistency by  6.2%  across
asynchronous nodes. The system’s Vertex Al
Embeddings maintained retrieval precision stability
with nDCG@10 variance < 0.005 across both
channels. Privacy was enforced using (¢ = 2.8, 6 =
le—5) differential privacy bounds, ensuring
compliant updates while maintaining alignment
fidelity. Latency for regularizer computation
remained < 20 ms per iteration, indicating
negligible system overhead. Visualisation via t-
SNE projections confirmed  clustering  of
semantically equivalent queries from voice«<>web
sources within shared latent regions, signifying
successful cross-modal convergence [16]. The
privacy-preserving machine learning setup thus
enabled robust representation learning while
preventing feature leakage. Overall, findings
validate that channel-consistency regularisation
effectively bridges modality gaps in federated
conversational systems, ensuring that Retrieval-
Grounded Query Rewriting maintains unified
semantics across voice and web interfaces without
compromising privacy, speed, or scalability in
production-grade deployments.

Privacy and Security Evaluation under (c0)-
Differential

Privacy and Secure Aggregation Constraints

The analysis under “Privacy and Security
Evaluation under (g,8)-Differential Privacy and
Secure Aggregation Constraints” confirms the
resilience of the proposed “Federated Learning”
architecture in safeguarding “Conversational AI”
data pipelines [17]. The system adopted (g = 2.5, &
= le—5) Differential Privacy parameters within DP-
SGD training, ensuring strong resistance against
gradient reconstruction and model inversion
attacks. Each client’s update underwent per-sample
clipping (C = 1.2) and Gaussian noise injection (¢ =
0.85), maintaining privacy utility balance with
global accuracy degradation < 1.9%. Secure
Aggregation (SecAgg) protocols were implemented
using additive masking and cryptographic secret
sharing, guaranteeing zero server visibility into
individual gradients during aggregation.
Experiments across 50+ federated clients
demonstrated encrypted update success rate of

9055

99.96% and decryption latency below 18 ms,
proving computational feasibility at scale. Vertex
Al Federated Coordinator monitored key exchange
validity and ensured end-to-end TLS 1.3 with
forward secrecy for all communication sessions
[19]. Additionally, Firestore stored only DLP-
redacted metadata, avoiding raw conversational text
exposure, while Apigee X enforced per-tenant
authentication tokens (JWT) and quota-based
access limits. Adversarial stress testing simulated
gradient extraction attempts under compromised
nodes, where privacy leakage probability remained
< 0.004, validating the mathematical privacy
guarantee. Logging through BigQuery + Cloud
Audit maintained traceable but anonymized audit
trails under compliance with ISO/IEC 27018
standards. Empirical evaluation confirmed that the
privacy-preserving machine learning  design
achieved near-optimal trade-offs between security
strength and computational cost, maintaining
system throughput > 2.3k reg/s under encryption
overhead. These findings establish that the
integration of Differential Privacy and Secure
Aggregation provides robust, scalable, and
regulation-compliant protection for Retrieval-
Grounded Query Rewriting, ensuring user data
confidentiality across both voice and web federated
conversational ecosystems [20].

Security & Privacy Precision

The study ensures security and privacy by modeling
membership inference attacks against outputs,
reporting € and & under DP-SGD, and showing
empirical MI attack AUC. Secure aggregation uses
additive masks with pairwise keys, tolerates client
dropouts, and enforces TLS 1.3 with periodic key
rotation. Data storage retains only DLP-redacted
features or logits, while raw transcripts are never
centralized, ensuring strong privacy preservation
and minimal risk of sensitive data exposure.

Claims vs Evidence Policy

In the context of Perception-Aware Intelligent
Lighting Systems, every numeric claim regarding
LED driver performance, beam adjustment latency,
or thermal limits must include a clear measurement
methodology. For example, thermal stability could
report the temperature range (°C), duration of stress
tests, and sensor type. Beam adaptation latency
should include sampling rate, test scenario, and
ECU model. If the main text cannot accommodate
full experimental details, these measurements must
be moved to Appendix A, providing a complete
setup, including period, query-per-second (QPS)
rates for sensor data, cache tiers, vehicle topology,
and confidence intervals. This ensures traceability
and reproducibility of claims.

Limitations

The study faces limitations including sensitivity to
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channel-consistency weight, which may cause over-
regularization, and tenant drift with non-I1D client
shifts affecting generalization. Differential privacy
noise introduces utility trade-offs, particularly
degrading performance on rare or tail intents.
Latency measurements may be biased if ASR/TTS
components are excluded, requiring clear inclusion.

Additionally, the secondary dataset reliance limits
insight into real-world edge conditions, and model
tuning across heterogeneous client distributions
may not capture all variability, potentially affecting
robustness, convergence, and overall applicability
in diverse production environments.

Table 1: Method Overview for Federated Conversational Al Experiments

Method Aspect

Description / Implementation

Privacy Accounting

Rényi DP accountant; cumulative € reported for fixed o across all rounds

Aggregation Methods

FedAvg and FedProx applied on aggregated datasets

Differential Privacy

DP-SGD applied: 61,1 =61 —n(VL(611) + N(0,6%)) for Gaussian noise

Non-11D Data Generation

Dirichlet a distribution; per-client sample sizes specified

Latency Measurement
used

Timer start/stop defined; includes ASR/TTS evaluation legs; P95 percentile

Performance Metrics

Semantic alignment measured via cosine similarity, BLEU, and STS scores

Data Sources
data not accessed

Vertex Al logs, BigQuery analytics, Firestore DLP reports; raw conversational

Table 2: Performance Metrics for Retrieval-Grounded Query Rewriting under Federated Learning Framework

Model Data | nDCG@10 | MRR | A A MRR | P95 DP
nDCG S latency | budget
VS baseline | (ms) (g, 9)
baseline

Centralized | 11D 0.788 0.752 | — — 265 —

BERT-

Reranker

Fed Mixed | 0.842 0.791 | +6.8% | +5.2% | 280 2.5,

Adapter + 1x107°

Channel

Reg.

Table 3: Federated Aggregation Impact on Model Robustness under Non-11D Client Distributions

Configu | Client | Conver | Gradi | Glob | Cross- | Clie | Loss | Priva | Remar
vation / | Distribu | gence ent al Domain nt Varl cy ks
Aggrega tion Rounds | Diver | Accu | Generali | drop | ance | Para
tion (Dirichl gence | racy zation out (%) | meter
Type et a) (Ag) (%) Gain (%) (g, 6)
per
roun
d
Centrali | IID (a= | 40 0.012 8§74 - 0 0.002 | - Unafor
zed 1.0) m data.
Baschine no
ilggfl:g
ation
vananc
e
FedAvg | Non-1ID | 80 0.094 | 88.1 +3.2% 10 0.006 | (3.0, Stable
(Standar | (0 =0.3) 1e—5) | but
d) mild
gradien
1
fluctun
| tion
FedProx | Non-IID | 85 0.071 89.6 +5.6% 12 0.004 | (2.8, Reduce
(n= (a= le—5) | ddnft;
0.001) 0.25) mprov
ed
conver
gence
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Figure 1: A throughput graph created using Loadrunner [12]
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Figure 3: Differential privacy implications in dynamic consent management system settings [18]

4. Discussion

The collective findings from this research on
“Federated Learning” in “Conversational AI”
demonstrate how decentralized optimization,
privacy control, and cross-channel coherence can
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coexist within a single “Retrieval-Grounded Query
Rewriting” architecture. Critically, the results
highlight a measurable advancement in retrieval
precision, where nDCG and MRR improvements
validate that adapter-based models can adapt
effectively to non-1ID data while maintaining
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linguistic diversity across federated clients [21].
This shift from centralized learning to distributed
adaptation represents a core technical leap,
particularly when combined with “Secure
Aggregation” and “Differential Privacy”, which
mitigate data exposure risks without majorly
sacrificing model performance. The system’s
ability to retain <2% accuracy degradation under
(e,0)-bounded noise confirms that privacy
constraints need not impede optimization
efficiency. This balance reflects a mature
integration of privacy-preserving machine learning
within production-grade conversational pipelines,
addressing real-world regulatory and ethical
requirements in data-sensitive sectors [22].

The latency and throughput findings further
strengthen the framework’s practical relevance.
Achieving P95 latency < 280 ms across both voice
and web channels under federated aggregation
illustrates that distributed computation can sustain
real-time conversational performance. The Vertex
Al orchestration and Apigee X throttling
mechanisms  optimized  throughput  while
maintaining fault isolation and recovery precision
[23]. Yet, while technical stability was evident, the
architecture’s reliance on cloud orchestration layers
like Cloud Run and Vertex Al Matching Engine
introduces

dependency and potential cost implications for
large-scale  commercial  rollouts.  Moreover,
although cross-channel consistency regularization
successfully aligned voice<>web representations (T
> 0.85), it required extensive tuning of dual-
encoder embeddings and regularizer strength,
which  may complicate deployment across
heterogeneous clients. The semantic alignment drift
reduction and cosine similarity stabilization show
strong empirical grounding, but long-term
adaptability under evolving linguistic or domain
shifts remains an open challenge [24] [25].

From a security standpoint, the combined use of
Secure Aggregation and Differential Privacy
demonstrates a technically sound and regulation-
compliant framework, but the computational
overhead of DP-SGD noise calibration and multi-
party key exchange may limit scalability in ultra-
low-latency scenarios [26]. The privacy leakage
probability < 0.004 and decryption latency < 18 ms
illustrate robustness, yet the trade-off between
privacy noise and representational sharpness could
still affect contextual relevance in nuanced dialogue
flows. Overall, the findings critically establish that
Federated Learning, when coupled with adapter-
based optimization and cross-modal regularization,
can substantially enhance retrieval accuracy,
privacy protection, and operational scalability [27].
However, continuous calibration of privacy
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budgets, communication efficiency, and model drift
management remains essential for sustaining the
long-term reliability of Retrieval-Grounded Query
Rewriting across federated voice and web
ecosystems.

5. Conclusions

The researchers conclude that Federated Learning
provides a safe, scalable, and high-performance
platform of Conversational Al applications that
uses Retrieval-Grounded Query Rewriting on voice
and web platforms. By uniting the models of
Adapters, Differential privacy, and Secure
Aggregation, the framework obtained quantifiable
improvements in the retrieval accuracy, semantic
alignment, and latency with no harm to the privacy
of user data. The findings confirm the hypothesis
that decentralized optimization can be more
effective than centralized baselines with non-11D
data without any violation of regulations and with
robust operations. The effective cross-channel
consistency regularization additionally augmented
correspondence among modalities, which was very
important in multimodal interaction. Even though,
the computational cost and the complexity of tuning
remain, the research has shown a balanced trade-off
between the privacy, performance and scalability.
In general, this study develops a viable, privacy-
sensitive  machine learning framework that
facilitates the credibility, clarity, and ethical use of
large-scale federated conversational systems
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