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Abstract:

Grapheme-to-phoneme (G2P) mapping plays a vital role in the development of text-to-
speech systems, particularly for languages with complex morphology and limited
computational resources such as Kannada. Existing G2P techniques based on
handcrafted rules or supervised machine learning depend heavily on linguistic
knowledge or large volumes of labeled data, making them difficult to scale for low-
resource languages. To address these challenges, this work introduces a reinforcement
learning—driven approach for Kannada grapheme-to-phoneme conversion. The task is
modeled as a stepwise decision process in which an intelligent agent incrementally
predicts phoneme sequences from written text by learning an optimal policy guided by a
reward function that reflects pronunciation correctness and phonological coherence. By
learning through interaction rather than direct supervision, the proposed framework
adapts effectively to novel word forms and pronunciation variations. Experimental
evaluation on a Kannada text dataset shows that the reinforcement learning model
produces more accurate phoneme sequences and lower error rates when compared to
conventional rule-based and statistical G2P methods. These findings demonstrate the
potential of reinforcement learning as a flexible and data-efficient solution for building
robust G2P systems in low-resource Indian languages, ultimately enhancing the clarity
and naturalness of synthesized Kannada speech.

1. Introduction

for well-resourced languages due to the availability

Text-to-speech technology has gained widespread
importance with the increasing demand for spoken
interfaces in digital systems, including assistive
technologies, conversational agents, and
educational platforms. The effectiveness of a text-
to-speech system largely depends on its ability to
correctly interpret written text and convert it into an
appropriate spoken form. One of the most
challenging and influential stages in this process is
grapheme-to-phoneme (G2P) conversion, which
determines how written characters are mapped to
their corresponding speech sounds. Errors at this
stage often propagate through the synthesis
pipeline, resulting in reduced clarity and unnatural
pronunciation in the generated speech. Significant
advancements in G2P modeling have been achieved

of extensive pronunciation dictionaries and
annotated speech corpora. In contrast, many Indian
languages, including Kannada, lack sufficient
labeled data and computational resources, which
complicates the development of reliable G2P
systems. Kannada belongs to the Dravidian
language family and presents unique linguistic
challenges such as complex inflectional patterns,
agglutinative word formation, context-sensitive
phoneme realization, and variations arising from
schwa-related  phenomena. These linguistic
characteristics make straightforward grapheme-to-
phoneme mapping inadequate and reduce the
effectiveness of simple deterministic rules. Earlier
efforts in Kannada and other Indian language G2P
systems have primarily focused on rule-driven
methods or supervised statistical techniques such as
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hidden Markov models and conditional random
fields. While rule-based approaches can capture
explicit linguistic knowledge, they require careful
manual design and often fail to handle
pronunciation variations in unseen or compound
words. Supervised statistical models alleviate some
of these issues but rely heavily on large, high-
guality phonetic annotations, which are costly and
difficult to obtain for low-resource languages.
Consequently, there is a need for alternative
learning strategies that can function effectively with
limited annotated data while maintaining
pronunciation accuracy. Reinforcement learning
introduces a different learning paradigm by framing
G2P conversion as a sequence optimization
problem rather than a direct classification task. In
this setting, phoneme generation is treated as a
series of decisions, where the model learns through
feedback-driven interaction to maximize long-term
pronunciation accuracy. Unlike conventional
approaches that focus on local character-level
predictions, reinforcement learning allows the
optimization of entire phoneme sequences, making
it suitable for languages with strong contextual and
phonotactic  dependencies.  Additionally, this
framework enables the incorporation of linguistic
constraints directly into the reward mechanism,
encouraging globally consistent pronunciation
patterns.This paper presents a reinforcement
learning-based grapheme-to-phoneme conversion
framework designed specifically for Kannada text-
to-speech synthesis. The proposed approach models
grapheme-to-phoneme mapping as an action-
selection process guided by a reward function that
evaluates both phoneme correctness and linguistic
plausibility. By learning optimal pronunciation
strategies through iterative feedback, the system
demonstrates improved adaptability to unseen word
forms and reduced dependence on large annotated
datasets. Experimental results show that the
proposed method outperforms traditional rule-based
and statistical baselines in terms of phoneme
accuracy and generalization performance.The
remainder of this paper is structured as follows.
Section 2 surveys existing work related to G2P
conversion and reinforcement learning applications
in speech processing. Section 3 details the proposed
reinforcement learning model and system
architecture. Section 4 describes the experimental
setup and evaluation methodology. Section 5
presents the results and discussion, and Section 6
concludes the paper with directions for future.

2. Literature survey

Grapheme-to-phoneme (G2P) conversion forms a
fundamental stage in text-to-speech (TTS) systems,
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as it determines how written symbols are
transformed into spoken sounds, thereby affecting
pronunciation quality and speech naturalness. Early
work in G2P largely depended on rule-based
methodologies, where phoneme generation was
governed by explicitly defined linguistic rules
created by domain experts. Although such
approaches were suitable for languages with
relatively predictable orthographic patterns, they
involved significant manual effort and proved
difficult to scale for morphologically complex
languages such as Kannada.

To address the inflexibility of purely rule-driven
systems, corpus-based statistical methods were later
adopted for G2P modeling. Techniques including
hidden Markov models (HMMs), decision trees,
and conditional random fields (CRFs) enabled
automatic  learning of  grapheme—phoneme
relationships from annotated datasets. These
probabilistic models enhanced robustness and
generalization compared to handcrafted rules;
however, their effectiveness remained strongly tied
to the availability of large, high-quality labeled
corpora, which are limited for many Indian
languages. Advances in deep learning further
improved G2P conversion by allowing models to
capture long-range contextual and sequential
information. Neural architectures such as recurrent
neural networks (RNNs), long short-term memory
(LSTM) networks, bidirectional LSTMs, and
attention-based encoder—decoder models have been
extensively applied to phoneme prediction tasks.

Research conducted in multilingual and low-
resource scenarios has shown that neural
approaches generally outperform traditional

statistical techniques. Despite these improvements,
deep learning-based systems continue to rely
heavily on supervised training and often exhibit
reduced performance for rare words and unseen
morphological variants. Several studies have
focused on speech synthesis systems for Indian
languages.  Corpus-driven  TTS  frameworks
developed for languages such as Hindi, Telugu,
Tamil, and Kannada have demonstrated enhanced
intelligibility and flexibility across different
synthesis styles. In most cases, these systems
incorporate rule-based G2P components, which
frequently struggle to model context-dependent
pronunciation variations. Hybrid strategies that
integrate linguistic rules with machine learning
techniques have shown incremental gains; however,
their ability to adapt dynamically to new
pronunciation  patterns  remains  limited.The
following studies represent notable contributions
relevant to this research:

1) Xie et al. [6] presented an attention-based
neural sequence-to-sequence model for G2P
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conversion, achieving performance gains over
conventional statistical approaches. While the
model demonstrated strong contextual learning
capabilities, it required large-scale annotated
pronunciation datasets.

2) Rao and Reddy [7] proposed a rule-based
G2P framework for Indian languages, including
Kannada, incorporating  phonological and
syllabification principles. The system performed
well for standard lexical items but showed
decreased  accuracy for  compound  and
morphologically rich words.

3) Zhang et al. [8] investigated the use of
reinforcement learning for sequence generation
problems in speech processing, showing that
reward-driven  optimization improves global
sequence accuracy. Their findings suggest the
suitability of RL for structured prediction tasks
such as G2P conversion.

4) Yao and Zweig [9] explored reinforcement
learning techniques for optimizing speech
recognition systems, demonstrating that policy-
gradient methods can surpass traditional supervised
objectives. This work supports the applicability of
RL to speech-related sequence modeling tasks.

5) Sitaram et al. [10] introduced a multilingual
TTS framework for Indian languages and
emphasized the importance of adaptable G2P
modules to manage linguistic diversity and
pronunciation variability.

6) Bisani and Ney [11] proposed a joint-
sequence modeling approach for grapheme-to-
phoneme conversion, which significantly improved
phoneme prediction accuracy compared to n-gram-
based methods, although it relied on comprehensive
pronunciation lexicons.

From the reviewed literature, it is clear that existing
G2P systems for Kannada are limited by strong
dependence on annotated data, restricted
adaptability, and reliance on handcrafted linguistic
rules. Although deep learning methods enhance
performance, they remain supervision-intensive.
Reinforcement learning presents a promising
alternative by enabling adaptive, sequence-level
pronunciation optimization. Building on these
observations, this paper proposes a reinforcement
learning-based G2P  framework  specifically
designed for Kannada speech synthesis.

3. Proposed system

In this research, we propose a reinforcement
learning—based  grapheme-to-phoneme  (G2P)
conversion system for Kannada speech synthesis.
The proposed system is designed to address the
challenges of context-dependent pronunciations,
geminated consonants, and vowel variations in
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Kannada, while relying exclusively on freely
available resources. Traditional rule-based and
supervised G2P models often fail to generalize to
unseen words or handle context-sensitive
phonemes. To overcome these limitations, the
proposed system models G2P conversion as a
sequential decision-making problem, where an RL
agent learns a phoneme generation policy by
maximizing cumulative rewards based on
pronunciation correctness and linguistic validity.

The system accepts Unicode Kannada text
as input, converts graphemes into embeddings, and
sequentially ~ generates phonemes using a
Bidirectional Long Short-Term Memory (BiLSTM)
network as the policy model. Sequence-level
reward optimization ensures accurate and
contextually consistent phoneme outputs, resulting
in high accuracy for both common and
morphologically complex words.

3.1 Dataset Source and Description

The dataset used in this study is completely derived
from freely available resources as shown in Table
1, ensuring reproducibility and review compliance.
The sources include:

e Kannada Wiktionary — Provides open-access
word  pronunciations  with ~ phonemic
transcriptions under a Creative Commons
license (CC BY-SA). These entries cover a
wide range of common Kannada words and
standard pronunciations.

Indic NLP Library Lexicons — Contains
Unicode-based grapheme-to-phoneme
mappings for Kannada, supporting research
applications and freely downloadable.

Public Kannada Text Corpora — Text data from
freely accessible sources such as Kannada
Wikipedia were used to extract additional
word forms for training.

All grapheme sequences were normalized using
Unicode standards. Phoneme sequences were
represented using IPA-based symbols adapted for
Indian languages. Manual verification was
performed to ensure consistency and correctness.

3.2 Proposed G2P Conversion Algorithm

The proposed system formulates Kannada G2P
conversion as a Markov Decision Process (MDP),
where the reinforcement learning agent sequentially
selects phonemes to maximize pronunciation
accuracy. At each time step, the state of the system
includes the current grapheme, its surrounding
graphemes, and previously generated phonemes,
capturing both local and contextual information.
The action corresponds to selecting a phoneme
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from the predefined inventory, and the reward
reflects both correctness against the reference

phoneme and compliance with  Kannada
phonotactic rules.
The learning procedure begins with input

preprocessing, where Kannada text is normalized
and tokenized into grapheme sequences. For each
word, the RL agent initializes its state So |,
containing the first grapheme and an empty
phoneme history. At each step t, the BILSTM
policy network predicts a probability distribution
over all possible phonemes, and a phoneme Ay is
sampled according to this distribution. The
predicted phoneme is then compared with the
reference, and a reward R is assigned: positive if
correct, negative if incorrect, and additional
penalties are applied if phonotactic rules are
violated. After generating a phoneme, the state is
updated to include it, and the process continues to
the next grapheme.Once the full word is processed,
the policy network parameters are updated using
the REINFORCE policy gradient algorithm,
optimizing sequence-level rewards. This procedure
is repeated over all training words and multiple
episodes until convergence, following the stepwise
procedure outlined in the algorithm.The algorithmic
steps can be summarized in Algorithm 1:
Reinforcement  Learning—Based  Grapheme-to-
Phoneme Conversion, which processes each
grapheme sequence G, initializes the policy
parameters 6, selects phonemes using the policy n6,
computes rewards based on reference phonemes
and phonotactic rules, updates the state, and applies
policy gradient updates after each episode. The
Algorithm Steps:

1) Input preprocessing: Perform
normalization on the Kannada text and segment
each word into a sequence of grapheme units.

2) State initialization: For every input word,
initialize the reinforcement learning state SOS_0S0
using the first grapheme along with an empty
phoneme sequence as history.

3) Policy inference: At each time step ttt, the
BiLSTM-based policy network generates a
probability distribution over the candidate phoneme
set.

4) Action selection:
AtA_tAt by sampling
probability distribution.

5) Reward evaluation: Assess the selected
phoneme against the reference pronunciation;
assign a positive reward for a correct prediction, a
negative reward for an incorrect one, and apply an
additional penalty when phonotactic constraints are
violated.

Select
from

a phoneme
the predicted
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6) State transition: Update the current state
by appending the chosen phoneme to the phoneme
history and advance to the subsequent grapheme.

7) Policy optimization: Once phoneme
generation for the word is complete, update the
network parameters using the REINFORCE policy
gradient algorithm.

8) Iteration: Repeat the process across all
training words and over multiple learning episodes
until the model reaches convergence.

Algorithm 1: Reinforcement Learning-Based
Grapheme-to-Phoneme Conversion

Input: Grapheme sequence G

Initialize policy parameters 0

for each training episode do
Initialize state SO for the first grapheme
fort=1to T do
Select phoneme At using policy 70
Compute reward Rt based on
phoneme and phonotactic rules
Update state St+1 to include At
end for
Update 6 using policy gradient (REINFORCE)
end for

reference

This algorithm allows the system to learn context-
aware phoneme generation, handling both seen and
unseen words effectively.

3.3 Model Architecture and Learning Strategy

The reinforcement learning policy is implemented
using a Bidirectional Long Short-Term Memory
(BiLSTM) network. This architecture is chosen to
capture long-range dependencies in both directions
of the grapheme sequence, which is essential for
context-dependent Kannada phonemes.

Architecture:

Input Layer: Grapheme embeddings of size 128
Hidden Layers: 2 BiLSTM layers with 256 units
each

Output Layer: Softmax over 52 phonemes

The learning strategy involves sequence-level
optimization using REINFORCE, with a discount
factor y=0.95. The network is trained to maximize
the expected cumulative reward for each word,
encouraging correct phoneme sequences while
penalizing incorrect or linguistically invalid
outputs. Hyper-parameters such as learning rate,
batch size, and embedding size were tuned using
the validation set to ensure stable convergence.

4. Results and Evaluation
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The proposed system was evaluated on a freely
reproducible test set derived from Wiktionary and
Indic NLP lexicons. Baseline models, including
rule-based G2P, CRF-based G2P, and supervised
BiLSTM, were implemented for comparison. The
results are summarized below in Table 2:

The proposed RL-based system achieved 97.2%
word-level accuracy and a phoneme error rate of
3.8%, demonstrating significant improvement over

traditional and supervised approaches. The
sequence-level reward optimization enables
accurate phoneme predictions for both common and
morphologically complex words. These results
confirm that the system can achieve high-accuracy
Kannada G2P conversion using only freely
available datasets, making it fully reproducible and
suitable for open research and TTS applications.

Table 1: Overview of Kannada Grapheme-to-Phoneme Dataset Used for Experiments

Attribute Value
Total word entries 22,500
Training samples 18,000

Validation samples 2,250
Test samples 2,250

Unique graphemes 49

Unique phonemes 52

Average word length

6.3 characters

Table 2: Performance Comparison of Different Kannada G2P Methods

Method Phoneme Error Rate (PER) Word-Level Accuracy (%)

Rule-Based G2P 14.8 82.1
CRF-Based G2P 11.3 86.4
Supervised BiLSTM 8.6 91.8
Proposed RL-G2P 3.8 97.2

5. Conclusions level optimization for low-resource language

settings.
In this study, a reinforcement learning—driven ~ Beyond  achieving  high-accuracy — Kannada

grapheme-to-phoneme (G2P) conversion
framework for Kannada speech synthesis has been
presented, with an emphasis on reproducibility
through the use of openly available linguistic
resources. By modeling grapheme-to-phoneme
mapping as a sequential decision-making task, the
proposed system learns context-sensitive phoneme
sequences using a BiLSTM-based policy network
trained with sequence-level rewards via the
REINFORCE algorithm. This formulation enables
effective handling of Kannada-specific linguistic
phenomena such as context-dependent phoneme
realizations, geminated consonants, and
morphologically complex word structures, resulting
in improved pronunciation consistency. The model
was trained and evaluated on a dataset compiled
from publicly accessible sources, including the
Kannada Wiktionary and Indic NLP lexicons.
Experimental  evaluation  shows that the
reinforcement  learning—based G2P  system
surpasses rule-based, statistical, and conventional
supervised approaches, achieving a phoneme error
rate of 3.8% and a word-level accuracy of 97.2%.
Detailed phoneme-level analysis  further
demonstrates the model’s capability to accurately
predict both frequently occurring and challenging
phonemes, underscoring the benefits of sequence-
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grapheme-to-phoneme conversion, the proposed
framework offers a scalable and reusable
foundation that can be adapted to other under-
resourced Indian languages. Future research
directions include integrating the G2P module into
complete text-to-speech systems, investigating
reinforcement learning architectures enhanced with
attention mechanisms, and extending the training
corpus to include additional dialectal and
pronunciation variations. These enhancements are
expected to further improve generalization
performance and contribute to more natural and
intelligible synthesized speech.
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