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Abstract:  
 
In response to the escalating complexity of cyber threats and the rapid expansion of 

digital environments, traditional detection models are proving increasingly inadequate. 

The advent of Large Language Models (LLMs) powered by Natural Language 

Processing (NLP) represents a transformative advancement in cyber security. This 

review explores the burgeoning landscape of LLM applications in cyber security, 

highlighting their significant potential across various threat detection domains. Recent 

advancements have demonstrated LLMs' efficacy in enhancing tasks such as cyber 

threat intelligence, phishing detection, anomaly detection through log analysis, and 

more. By synthesizing recent literature, this paper provides a comprehensive overview 

of how LLMs are reshaping cyber security frameworks. It also discusses current 

challenges and future directions, aiming to guide researchers and practitioners in 

leveraging LLMs effectively to fortify digital defences and mitigate evolving cyber 

threats. 

 

1. Introduction 

 
Given the escalating complexity of cyber threats 

and the expansive scope of digital environments, 

conventional security measures are increasingly 

challenged to keep pace with evolving adversarial 

tactics. Recent advancements in Artificial 

Intelligence (AI), particularly with large language 

models like GPT-3 and BERT, have opened new 

avenues for addressing these challenges. LLMs 

have demonstrated significant prowess in handling 

large-scale data analytics, performing multi-modal 

tasks, and generating content with remarkable 

fidelity [1]. Moreover, they exhibit capabilities in 

perception, cognition, and decision-making within 

AI tasks, making them formidable tools in cyber 

security [2]. 

The integration of LLMs into cyber security 

practices marks a transformative shift, particularly 

in threat detection and discovery within digital 

ecosystems. While systematic reviews have 

explored LLM applications in various fields of 

cyber security, there remains a notable gap in 

comprehensive discussions specifically focused on 

integrating LLMs into the cyber threat detection 

phase [3]. This review aims to address this gap by 

consolidating and analyzing representative 

applications of LLMs in cyber threat detection and 

discovery. 

 

Aligned with the National Institute of Standards 

and Technology cybersecurity framework, which 

encompasses identification, protection, detection, 

response, and recovery phases, our review focuses 

on how LLMs can augment the detection phase. 

This involves leveraging their capabilities to 

enhance threat detection accuracy, mitigate false 

positives, and improve real-time response 

mechanisms. 

 

The specific contributions of this work are 

respectively: 

 

 This review provides a relatively 

exhaustive survey of LLMs utilized 

specifically to detect cyber threats, 

focusing on thematic works that can be 

applied in practical security scenarios. 

 From the perspective of defenders, we 

focus on exploring how to use LLMs to 

enhance the detection of cyber threats. 

 The research has categorized various stages 

of tasks in security scenarios that are 

closely correlated to LLMs. In this way, we 
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investigate the suitability of LLMs for 

specific security tasks and their potential 

roles across different stages. 

 This review seeks to support the smooth 

incorporation of LLMs into existing 

security frameworks or the creation of 

domain-specific LLMs by security experts 

from diverse research fields. 

 After comparing thematic works, we have 

compiled further analyses on LLMs and 

cyber threats from various scholarly 

sources and publications, synthesizing and 

presenting our perspectives on the potential 

advantages and obstacles of utilizing LLMs 

for detecting cyber threats and enhancing 

overall network security. 

The structure of this review is as follows: Section 2 

provides a brief historical overview connecting 

LLMs with the evolution of threat detection 

methodologies. Section 3 comprehensively reviews 

relevant literature on LLM applications in different 

security scenarios. Section 4 presents additional 

insights and discussions on related topics. Finally, 

Section 5 concludes the study. 

 

2. Background 

 
With the advancement of deep learning, LLMs 

were born in natural language processing. After 

that, some applications of LLMs have emerged in 

cybersecurity, notably in threat detection [4]. This 

section outlines some key milestones in the history 

of LLMs and cyberspace threat detection, shedding 

light on the inherent connections between these two 

domains.  

 

With the scale of neural networks expanding, 

researchers have discovered that deep learning 

models exhibit advanced capabilities that traditional 

models cannot demonstrate. These abilities include 

sophisticated reasoning, sentiment analysis, and 

complex context abstraction [5]. This phenomenon, 

known as intellectual emergence, marks a crucial 

evolution in machine learning, distinguishing large 

models from their predecessors [6]. 

 

Among these large models, language models are 

particularly prominent in natural language 

processing applications, showcasing proficiency in 

various language-related tasks such as text 

generation, question answering, and intelligent 

information retrieval. To enhance their expressive 

power, LLMs like GPT-3 incorporate billions of 

parameters and employ efficient network 

architectures such as Transformers [7]. GPT-3, for 

instance, boasts over 175 billion parameters, 

enabling it to handle diverse linguistic contexts 

effectively. High-quality training data also plays a 

pivotal role in LLMs' effectiveness by broadening 

their knowledge base and improving generalization 

across tasks. Also, it is highlighted that GPT-3 was 

trained on a dataset comprising 45 terabytes of 

compressed text, filtered to approximately 570 GB, 

underscoring the importance of extensive data 

resources in model training [1]. 

Moreover, advancements in training methodologies 

and computational resources contribute 

significantly to the efficacy of LLMs. Institutions 

like Google and Meta have developed advanced 

LLMs such as PaLM2, Gemini, and Llama, which 

extend beyond traditional NLP tasks to applications 

in finance, healthcare, and customer service. The 

evolution of LLMs traces back to foundational NLP 

models like Word2Vec was one of the pioneers [8]. 

Word2Vec introduced distributed word 

representations, enhancing semantic understanding 

by embedding words into continuous vector spaces. 

This approach laid the groundwork for subsequent 

LLMs like BERT and GPT, which excel in 

capturing contextual nuances and semantic 

relationships. In parallel, advanced sequence 

modeling with the introduction of the gated 

recurrent unit, refining LSTM networks for 

improved language modeling capabilities [9]. These 

innovations have profound implications for LLMs, 

enabling them to model long-range dependencies 

and complex linguistic patterns more effectively.  

As time progressed, the availability of high-quality 

data and robust computing resources became more 

prevalent in AI research. Researchers increasingly 

focused on transfer learning and pre-training 

models. In 2018, two groundbreaking language 

models emerged: BERT developed by Google and 

GPT developed by OpenAI. BERT was introduced 

with a bidirectional transformer architecture, 

enabling the model to capture contextual 

information from both directions of word 

sequences. BERT demonstrated its capability to 

learn universal language patterns and assess 

contextual relevance through extensive pre-training 

on large datasets, followed by fine-tuning for 

specific tasks. Consequently, BERT has 

demonstrated exceptional performance across 

various tasks, including expert questions and 

answers, text classification, and named entity 

recognition [10]. 

Radford and Narasimhan implemented the auto-

regressive Transformer architecture in GPT-1, 

which incorporates over 117 million parameters. 

Through a combination of unsupervised pre-

training and supervised fine-tuning, GPT has shown 

proficiency in handling complex NLP tasks, 

particularly in text generation [11]. 
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In reviewing the history of LLMs, it is evident that 

BERT and GPT have played milestone roles and 

represented two prominent pathways for subsequent 

LLM developments, as illustrated in Table 1. 

 
Table 1. Milestones in the Development of Large 

Language Models. 
Year Model Description 

2018 BERT 

Bi-directional transformer 

architecture for contextual 

language understanding 

2018 GPT-1 
Auto-regressive Transformer 

architecture for text generation 

 
Building upon the foundational achievements of 

BERT and GPT, subsequent developments have 

cemented these models as benchmarks in the realm 

of large language models (LLMs). OpenAI's rapid 

succession of GPT models, starting with GPT-2 in 

2019 and followed closely by the groundbreaking 

GPT-3 in 2020, marked significant milestones in AI 

capabilities. These models, with their expansive 

parameter sizes and advanced Transformer 

architectures, have not only pushed the boundaries 

of natural language processing but also set new 

standards for complexity and performance in AI 

systems [12]. 

Moreover, OpenAI's introduction of InstructGPT in 

March 2022 underscored a shift towards more 

adaptive LLMs, utilizing reinforcement learning 

with human feedback. This approach has enabled 

models like GPT to excel in multitasking, 

inference, prediction, and zero-shot learning, 

aligning outputs more closely with human 

preferences. Concurrently, advancements in BERT 

variants such as CAN-BERT have expanded their 

utility across diverse NLP applications, from text 

processing to intelligent translation, enhancing their 

adaptability and performance in real-world contexts 

[13]. 

Despite these advancements, concerns surrounding 

the security and ethical implications of LLMs have 

emerged alongside their widespread adoption. 

Issues such as prompt injection, data poisoning 

attacks, and vulnerabilities to backdoor intrusions 

remain significant challenges [14, 15]. Efforts to 

mitigate these risks through enhanced security 

frameworks and rigorous testing protocols are 

underway, aiming to safeguard user data and 

uphold ethical standards [16]. 

Looking forward, the proliferation of LLMs in 

various sectors has sparked what some term the 

“hundred models war” reflecting intense 

competition and innovation among developers [17]. 

This competitive landscape has not only driven 

advancements in content generation, multi-modal 

processing, and semantic analysis but also 

democratized access to AI capabilities through 

user-friendly platforms like ChatGPT, which 

simplify the creation of custom LLMs with minimal 

coding requirements. 

 

As the field continues to evolve, the development 

of both open-source and proprietary LLMs has 

synergistically advanced the state-of-the-art. 

Innovations in encoder-decoder architectures and 

domain-specific adaptations, such as SecurityGPT, 

highlight ongoing efforts to tailor LLMs to specific 

industry needs. These advancements, coupled with 

improvements in model optimization techniques 

and scalability, are making LLMs increasingly 

accessible to micro-enterprises and medium-sized 

enterprises, despite the computational demands 

associated with models like GPT-3 [18]. 

 

Since the inception of large language models like 

BERT and GPT in the 2010s, their integration into 

cybersecurity has introduced transformative 

capabilities. These models represent a paradigm 

shift by leveraging their context-aware processing, 

extensive knowledge bases, and adaptive learning 

capabilities to address complex challenges in threat 

detection and discovery within cyberspace. 

Cyberspace threats encompass a broad spectrum of 

malicious activities, ranging from traditional 

malware to sophisticated cyber-attacks orchestrated 

by individual hackers, criminal organizations, and 

nation-states. These threats exploit technical 

vulnerabilities, system weaknesses, and human 

errors, necessitating advanced detection 

methodologies capable of mitigating risks 

effectively. 

 

Early approaches in threat detection predominantly 

relied on signature-based and rule-based methods, 

which, although effective against known threats, 

struggled with adaptability to new and evolving 

attack vectors. The advent of machine learning 

brought significant advancements, dividing into 

supervised and unsupervised learning paradigms. 

Supervised learning techniques, such as support 

vector machines and naive bayes classifiers, excel 

in classifying threats based on labeled datasets, 

while unsupervised methods like K-means 

clustering provide flexibility in identifying 

anomalous patterns without prior labeling. 

However, both approaches face challenges in 

handling the non-linear and high-dimensional 

nature of cyber threats [19]. 

 

Deep learning has further revolutionized threat 

detection by harnessing neural networks like 

convolutional neural networks, Recurrent neural 

networks, and transformers. These models excel in 
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capturing complex spatial and temporal 

relationships within network traffic data, enhancing 

the detection of advanced persistent threats [20]. 

Additionally, variants such as graph convolutional 

networks have demonstrated efficacy in analyzing 

network structures and relationships critical for 

identifying threat origins and propagation. 

 

Reinforcement learning has emerged as a 

complementary technique, optimizing threat 

detection strategies through continuous learning 

and adaptation based on environmental feedback. 

This technique enhances autonomous threat 

detection by refining reward mechanisms and 

dynamically adjusting detection policies to mitigate 

emerging threats effectively. Furthermore, 

visualization tools and technologies rooted in 

computer vision facilitate intuitive analysis and 

identification of threat patterns within large-scale 

datasets, empowering security analysts with 

actionable insights [21]. 

 

The integration of cyberspace threat intelligence 

has augmented traditional threat detection by 

leveraging real-time and historical threat data to 

enhance situational awareness and predictive 

capabilities. Cyber threat intelligence enables 

automated threat identification and proactive 

defense measures against known and unknown 

threats, mitigating risks in dynamic cyber 

environments. 

 
In conclusion, these advanced methodologies and 

technologies are propelling the evolution of threat 

detection towards automation, generalization, and 

integration with cloud computing and big data 

analytics [22]. While LLMs offer promising 

solutions to enhance detection accuracy and 

adaptability in complex cybersecurity landscapes, 

ongoing research is essential to address challenges 

such as model interpretability, scalability, and the 

evolving nature of cyber threats [23]. These 

advancements underscore the critical role of AI-

driven approaches in fortifying cybersecurity 

defenses and safeguarding digital infrastructures 

globally. 

 

3. Applications of Large Language Models 

in Cyber Security 

 
This section categorizes thematic works into four 

primary security scenarios intricately linked to 

LLM applications, respectively: Applications of 

Large Language Models in Cyber Threat 

Intelligence, Utilization of LLMs for Textual 

Threat Detection and Social Engineering Attack 

Prevention, LLMs in Detection and Analysis of 

Malicious Codes and Malware, and intrusion 

Detection and Threat Discovery using Large 

Language Models as presented in Figure 1. 

 

 
Figure 1. Flowchart of the using LLMs in cyber 

security. 

 
This section provides a comprehensive exploration 

of the multifaceted applications of large language 

models in cyber threat detection across various 

security scenarios. Unlike previous categorizations 

based solely on input data types or specific stages 

of threat detection, this review focuses on 

identifying security contexts directly impacted by 

LLM technologies, facilitating a nuanced 

understanding of their integration into diverse 

research fields. Notably, while existing literature 

primarily optimizes LLMs within established 

frameworks rather than across entire threat 

detection stages, their pivotal role in enhancing 

security scenarios remains paramount.  

 

For instance, integrating LLMs into Cyber Threat 

Intelligence enhances the efficacy of diverse threat 

detection processes and aids in generating detailed 

security reports and documentation. The 

implementation of LLMs in cybersecurity follows 

structured phases, including data collection, 

processing, feature extraction, analysis, and task 

execution such as classification or regression for 

threat prediction [24]. Moreover, evaluation criteria 

such as classification metrics, scalability, and 

robustness are employed to assess the performance 

enhancements of LLM-based models over 

traditional approaches. This structured approach 

aims to guide researchers in effectively harnessing 

LLM capabilities for targeted cyber threat detection 

methodologies. 

 

3.1. Applications of LLMs in Cyber Threat 

Intelligence (CTI) 
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Large language models have emerged as versatile 

tools initially designed for Natural Language 

Processing tasks, including entity recognition and 

relationship extraction from unstructured data, 

thereby enabling the transformation of raw textual 

information into structured content. This capability 

has significantly bolstered their application in CTI, 

a critical domain focused on evidence-based 

knowledge pertinent to identifying and responding 

to threats faced by digital assets. According to the 

Gartner, CTI encompasses a spectrum of actionable 

intelligence encompassing threat mechanisms, 

context, and recommended responses. In the realm 

of CTI, researchers and practitioners have 

leveraged LLMs primarily in the stages of data 

collection, processing, and analysis. For instance, 

LLMs facilitate the aggregation and semantic 

parsing of heterogeneous data sources, enhancing 

the identification of suspicious patterns such as file 

hashes, IP addresses, and behavioral anomalies 

indicative of cyber threats [25]. The integration of 

LLMs in CTI frameworks not only enhances the 

efficiency of threat detection processes but also 

supports the generation of comprehensive threat 

reports and actionable insights crucial for 

preemptive cybersecurity measures. 

 

The application of large language models in CTI 

has significantly advanced the field by enabling 

sophisticated data collection, processing, and 

analysis capabilities essential for effective threat 

detection and response. Initially developed for 

Natural Language Processing, LLMs have been 

adapted to extract structured insights from 

unstructured CTI sources, including news articles, 

blogs, and security reports, thereby enhancing the 

identification of critical threat indicators. For 

instance, employed fine-tuned BERT models 

coupled with data augmentation techniques to train 

classifiers from limited labelled instances, 

significantly reducing the data labelling workload 

while maintaining high classification accuracy [26]. 

Similarly, the Vulcan system, utilizing optimized 

BERT models for named entity recognition and 

relationship extraction tasks in CTI, achieving 

exceptional performance in identifying cyber threat 

entities and their semantic relationships.  

 

In the realm of cybersecurity, the manual 

production of security reports beyond CTI remains 

a labor-intensive task. However, leveraging LLMs 

for language analysis and generation has proven 

transformative in automating the creation of 

structured CTI reports. An automated tool utilizing 

ChatGPT to generate STIX-standard CTI reports 

with a remarkable 99% recall rate, devoid of LLM 

hallucinations. This tool not only streamlines the 

extraction and generation of CTI from multiple 

sources but also ensures the accuracy and reliability 

of the generated reports. Additionally, in another 

work, an automatic CTI analysis method named K-

CTIAA, which can extract threat actions from 

unstructured CTI by pre-trained models and 

knowledge graphs is proposed [27]. K-CTIAA 

reduces the adverse effects of knowledge insertion, 

usually called the knowledge noise problem, by 

introducing a visibility matrix and modifying the 

calculation formula of the self-attention. Moreover, 

K-CTIAA maps corresponding countermeasures by 

using digital artifacts, which can provide some 

feasible suggestions to prevent attacks. In another 

work, LOCALINTEL is proposed which integrates 

global CTI retrieval with local knowledge to 

customize threat intelligence reports specific to 

organizational contexts. This innovative approach 

not only reduces manual workload for security 

operations center analysts but also enhances the 

accuracy and relevance of threat intelligence in 

mitigating cybersecurity risks [28].  

 

These advancements underscore the pivotal role of 

LLMs in automating CTI production and enhancing 

the efficiency of cybersecurity operations. 

 

3.2. Utilization of LLMs for Textual Threat 

Detection and Social Engineering Attack 

Prevention 

 
The application of large language models in 

cybersecurity has significantly advanced the 

detection and prevention of textual threats, 

particularly in combating social engineering 

attacks. LLMs excel in processing natural language 

data, making them invaluable tools for analyzing 

and mitigating risks posed by malicious content in 

textual form. Social engineering attacks exploit 

communication channels like emails, messages, and 

online posts, leveraging persuasive language to 

deceive users into divulging sensitive information 

or performing unintended actions. 

Researchers have explored diverse approaches to 

harness LLMs for threat detection. For instance, it 

is explained that LLMs could be used to extract and 

analyze threat intelligence from the web, focusing 

on identifying emerging threats and illicit activities 

[29]. The models explained in this work underscore 

the critical role of LLMs in monitoring online 

environments where traditional cybersecurity 

measures may falter. 
 
In the realm of phishing detection, in this work, it is 

investigated the effectiveness of LLMs in 
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generating phishing emails comparable to those 

crafted by human attackers [30]. Their findings 

highlighted the potential of LLMs like ChatGPT 

and Google Bard to create convincing phishing 

content, posing challenges for cybersecurity 

defenses reliant on traditional detection methods 

alone. 

 

Moreover, advancements in BERT, leverage 

historical dialogue data to detect subtle cues 

indicative of social engineering tactics [31]. By 

analyzing conversational nuances, this framework 

enhances the detection accuracy of LLMs in 

identifying and thwarting sophisticated social 

engineering attacks. 

 

In the context of threat text detection, integrated 

transformer models with LLMs to achieve high 

accuracy in classifying spam and phishing 

messages, underscoring the synergy between 

advanced machine learning techniques and natural 

language processing capabilities of LLMs [32]. 

 

These studies collectively illustrate the diverse 

applications of LLMs in bolstering cybersecurity 

defenses against textual threats and social 

engineering attacks. By leveraging semantic 

comprehension and contextual analysis, LLMs 

contribute to more effective threat detection 

strategies, mitigating risks across digital 

communication platforms. 

 

3.3 Malicious Code and Malware Detection 

 
Code fragments in programs can be regarded as 

special strings or sequences that are restricted by 

syntax rules and internal logic. Several studies and 

security products on code analysis have shown that 

deep learning models can effectively extract hidden 

information from code, useful for vulnerability 

mining or security issue analysis. In this view, 

researchers have utilized large language models to 

detect and analyze malicious codes or malware. It is 

important to note the distinction between 

vulnerability mining, which focuses on discovering 

and exploiting flaws in system programs, and threat 

detection for codes, which analyzes whether 

programs are harmful. Although the detection of 

malicious codes and malware is closely related to 

comprehensive security scenarios, we chose to 

discuss this topic separately due to abundant 

literature demonstrating the appropriateness of 

using LLMs for security analysis on code, akin to 

semantic analysis on natural language. 

 

As depicted in Figure 2, LLMs are primarily used 

for acquiring software codes and data, as well as for 

statically detecting malicious codes or malware. 

LLMs can process code fragments sourced from 

open data repositories, network crawlers, and 

address imbalanced training datasets. Additionally, 

LLMs have the potential to simulate malicious 

activities, generate malicious codes or instructions, 

and even create simple malware or other tools. 

Subsequently, LLMs can be employed for the static 

detection of these malicious entities, involving the 

identification of potential threats through the 

examination of software files, code, and structure. 

 

 
Figure 2. LLMs role in Malicious Code and Malware 

Detection. 

 
LLMs are highly effective in adversarial tasks by 

generating supplementary datasets containing 

specific features. They are proficient in producing 

high-quality code and tools, thereby enhancing the 

comprehensive detection capabilities of various 

models for malicious code or malware detection. 

For example, it is investigated that what is the 

capacity of ChatGPT to directly produce malicious 

software [33]. Their findings indicate that while 

GPT-3 faces challenges in generating 

comprehensive malware samples based on detailed 

descriptions, it can proficiently assemble malware 

by utilizing modular descriptions and generate 

numerous variations of malicious software. This 

research underscores the potential for LLMs like 

GPT-3 to be misused in the creation of a wide 

range of malware, suggesting their utility as 

potential generators in certain adversarial detection 

frameworks. To illustrate specific examples of 

security vulnerabilities, in a work, the authors 

systematically produced executable code snippets 

for the top 10 MITRE techniques of 2022 using 

ChatGPT [34]. Through a comparative analysis of 

its efficacy in generating malicious scripts with 

Bard, they revealed that GPT exhibited a higher 

susceptibility to misuse. In another work, ChatGPT 

is used to generate malware programs and attack 
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tools, demonstrating the possibility of creating 

functional malware within minutes, including 

debugging time [35]. Through prompt engineering, 

ChatGPT was able to create executable malicious 

codes, demonstrating superior responsiveness and 

debugging capability. Concurrently, a series of 

adversarial detection frameworks based on LLMs 

are gaining popularity in the fields of automated 

offense and defense, as well as adaptive threat 

detection. They used GPT to analyze malware byte 

sequences, achieving successful single-query black-

box evasion models and effectively circumventing 

malware detectors with just one query. For 

example, some proposed models exhibited 

outstanding performance in handling eight major 

malware categories, with an evasion rate exceeding 

24.51%, significantly outperforming existing 

benchmark methods [36]. This study also integrated 

malware source code into perspective analysis, 

suggesting that this multi-view deep learning 

approach could further enhance evasion 

capabilities. In another work, the GLEAM model is 

proposed, which combined hex code and opcode 

features with LLM embeddings to generate 

synthetic samples similar to evasive malware [37]. 

By using LLMs to create coherent and structured 

samples, they increased the average evasion rate by 

25.0%, demonstrating the ability of LLMs to 

generate adversarial malware samples. These 

techniques aid in generating security test cases and 

swiftly uncovering new threats, holding significant 

value for understanding and combating malware, 

especially in real-world detection scenarios with 

data imbalances. 

 

In addition to using LLMs in the generation stage 

of malicious samples, some researchers opt to 

utilize LLMs in the static analysis or direct 

detection stage of malicious codes or malware on 

rare occasions [38]. This combined approach 

proved significantly superior to other deep learning 

models, particularly in detecting malicious behavior 

in code. The study highlighted the effectiveness of 

integrating multiple advanced models to enhance 

the accuracy and reliability of malware detection 

systems. In another study, an analysis is conducted 

where control flow graphs were extracted from 

portable executable files, a large-scale pre-trained 

model, was used to derive node features. These 

features were then converted into feature vectors 

and subjected to classification through a multi-layer 

perceptron [39].  

 

3.4. Intrusion Detection and Threat 

Discovery using Large Language Models 
Furthermore, there is a growing exploration of 

integrating large language models into various 

subtasks of Intrusion Detection Systems to detect 

anomalies and events in practical security settings. 

These subtasks encompass identifying malicious 

traffic, analyzing security logs, and detecting 

potential malicious behaviors. Amidst the evolving 

complexity, stealthiness, and diversity of advanced 

persistent threats, LLMs offer advanced capabilities 

in multimodal information fusion and enhanced 

detection context. This includes significant efforts 

in collecting and processing raw security data, 

extracting threat features, conducting correlation 

analysis, and recognizing threats within the targeted 

environment. 

 

LLMs play a crucial role throughout this process, 

beginning with their application in security data 

collection. The scale and diversity of data types 

involved in security scenarios necessitate robust 

tools for data processing and analysis. For instance, 

it is possible to specifically for parse the dynamic 

logs from SSH honeypots, overcoming limitations 

of traditional methods in handling dynamic log 

topics [40]. This model demonstrated high accuracy 

in new domains, facilitating efficient data 

preprocessing and visualization using Elasticsearch 

and Kibana dashboards. 

 

Similarly, artificial inntelligence is used to generate 

synthetic network traffic for tasks like threat 

modeling, enhancing the robustness and 

generalization capability of detection systems [41]. 

In another study, it is proposed that  a tool named 

PentestGPT is developed, an automated penetration 

testing tool that leverages LLMs for comprehensive 

scenario comprehension, aiding in the automation 

of cybersecurity cognitive engines and generating 

valuable data on attack behaviors [42]. 

 

In summary, while LLMs present significant 

advancements in threat detection across various 

stages, their integration into existing frameworks 

enhances automation, interpretability, and overall 

detection robustness. 

 

4. Discussion 

 
In this study, we explore the evolving role of large 

language models in cyber threat detection, 

synthesizing findings across various security 

scenarios. Our thematic analysis identifies LLMs' 

significant contributions to enhancing threat 

intelligence processing, textual threat detection, and 

static code analysis. Unlike conventional reviews, 

we adopt a holistic approach to trace LLMs' impact 

retrospectively, emphasizing their strategic 

deployment and highlighting critical gaps in current 

literature. Moving forward, our research 
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recommends advancing LLM applications in 

security data processing, adversarial activity 

detection, and internal threat mitigation. We 

propose interdisciplinary collaborations to leverage 

cognitive models and behavioral psychology, 

aiming to enhance cyber threat detection 

frameworks. Addressing domain-specific 

challenges, including ethical considerations and 

interpretability, remains crucial for fostering trust in 

LLM-driven security solutions. By bridging these 

gaps, we aim to propel the field towards more 

effective and resilient cybersecurity strategies. 

 

5. Conclusion 

 
In conclusion, this study comprehensively 

examines the application of large language models 

in cyber threat detection, highlighting their 

transformative potential and current limitations. 

Through an analysis of various security scenarios, 

we have demonstrated that LLMs play a crucial 

role in enhancing threat intelligence processing, 

textual threat detection, and static code analysis. 

However, our review also underscores the need for 

addressing challenges such as ethical concerns, 

interpretability issues, and the integration of LLMs 

with advanced deep learning frameworks for 

optimal performance. Looking ahead, future 

research should focus on refining LLM capabilities 

in security data processing, developing robust 

frameworks for adversarial activity detection, and 

fostering interdisciplinary collaborations to harness 

cognitive models and behavioral psychology for 

more effective threat detection strategies. By 

bridging these gaps, we aim to pave the way for 

more resilient and adaptive cybersecurity solutions 

in the face of evolving digital threats. 
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