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Abstract:  
 

Approximate computing offers an effective strategy for reducing resource utilization in 

multiplier design, particularly in applications where tolerance for errors is essential, such 

as multimedia and signal processing. This paper presents a systematic approach for 

designing an efficient 8x8 approximate multiplier by integrating truncation, 

approximation, and exact computation at various stages of partial product generation. 

This approach employs approximate compressors to streamline partial product 

decomposition, achieving significant reductions in hardware complexity, power 

consumption, and latency while maintaining acceptable accuracy levels. Additionally, 

error compensation techniques are applied to minimize discrepancies arising from 

approximations and truncations. A key innovation is the use of single-stage 

decomposition with higher-order compressors, which reduces operating time by handling 

all partial product decompositions in a single stage. For scalability, a 16x16 multiplier is 

constructed using a four-row parallel arrangement of proposed 8x8 multipliers, 

combining exact and approximate designs for enhancing efficiency. The proposed 16x16 

multiplier design achieves a 30% reduction in delay, 15% lower power consumption, a 

40.3% reduction in Power-Delay Product (PDP), and occupies 14.4% less area compared 

to the nearest existing designs, underscoring its superior efficiency and performance. The 

proposed design also significantly outperforms existing designs in error analysis metrics, 

showcasing improved accuracy and quality while ensuring high efficiency. This design 

methodology offers an optimal balance between accuracy and resource efficiency, 

making it an effective solution for resource-constrained, error-tolerant applications. 

 

1. Introduction 
 

In contemporary digital systems, especially those 

involved in multimedia processing, signal 

processing, and other computationally intensive 

applications, the efficiency of hardware components 

is crucial. The ever-increasing demands for higher 

performance and lower power consumption 

necessitate innovative approaches to multiplier 

design. Approximate computing, a paradigm that 

accepts a controlled level of inaccuracy to gain 

resource efficiency, presents a compelling solution. 

This paper explores a novel systematic approach to 

designing an approximate multiplier, specifically an 

8x8 multiplier, that balances accuracy with resource 

optimization. Traditional exact multipliers, while 

reliable, come with significant drawbacks in terms of 

power consumption, hardware complexity, and 

latency. In high-precision applications, these exact 

methods require extensive resources, which can be 

impractical as data scales and processing speeds 

increase. Approximate computing offers a promising 

alternative by relaxing precision requirements to 

achieve reductions in hardware and power costs, 
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making it particularly suitable for applications where 

some level of error is permissible. The core 

challenge in designing approximate multipliers lies 

in managing the optimal balance between accuracy 

and resource efficiency. Multipliers are integral to 

many arithmetic operations in digital circuits, 

involving the generation and summation of partial 

products. Traditional designs achieve exact results 

but at the cost of increased hardware complexity and 

power consumption. Approximate designs aim to 

simplify this process, but careful consideration is 

needed to ensure that the introduced approximations 

do not exceed acceptable error thresholds for 

practical applications. This paper proposes a 

systematic approach to designing an 8x8 

approximate multiplier that incorporates truncation, 

approximation, and exact computation across 

different stages of partial product generation. By 

utilizing approximate compressors, the proposed 

architecture streamlines the partial product 

decomposition process, thereby reducing hardware 

complexity and power consumption. The integration 

of error compensation techniques further ensures 

that the errors introduced by approximations and 

truncations are minimized, maintaining acceptable 

accuracy levels. A notable innovation in this 

approach is the use of single-stage decomposition 

with higher-order compressors. Traditional 

multipliers often require multiple stages of partial 

product generation and summation, which can 

increase latency and hardware requirements. The 

proposed design addresses this issue by 

consolidating all partial product decompositions into 

a single stage, thus reducing operating time and 

enhancing performance. To extend the applicability 

of the design, a 16x16 multiplier is developed by 

cascading two optimized 8x8 multipliers. This 

method leverages the efficiency of the 8x8 design 

while scaling to larger data sizes. The combination 

of exact and approximate components in the 16x16 

multiplier ensures enhanced efficiency and 

performance. The proposed architecture is 

implemented using Verilog, a hardware description 

language widely used for designing and simulating 

digital circuits. Hardware verification is conducted 

using Cadence tools on 90nm technology, providing 

a robust platform for validating the design's 

functionality and performance. The use of Verilog 

allows for precise and flexible design specifications, 

while Cadence technology ensures that the design is 

thoroughly verified and optimized for modern 

hardware constraints. The main objective of this 

work as follows: 

1. Design an efficient 8x8 approximate multiplier 

incorporating a single stage of partial product 

decomposition with higher-order compressors 

(8:2, 7:2, 6:2, and 5:2) to reduce latency. This 

design integrates truncation at the least significant 

bit (LSB) position, approximation in the middle 

stages, and exact computation at the most 

significant bit (MSB) position to balance accuracy 

and efficiency. Additionally, error compensation 

circuitry is included to mitigate inaccuracies 

introduced by approximations and truncations.  

2. Develop a scalable 16x16 multiplier by cascading 

our proposed 8x8 multipliers, combining exact and 

approximate techniques to enhance overall 

efficiency and performance in larger-scale 

applications. 

3. Verify the performance of the proposed 16x16 

multiplier by implementing it in the image 

processing application for image edge detection. 

Assess the effectiveness of the multiplier by 

calculating performance metrics such as 

Normalized Mean Error Deviation (NMED), 

Mean Relative Error Difference (MRED), Peak 

Signal-to-Noise Ratio (PSNR), and Number of 

Effective Bits (NoEB), and Mean Structural 

Similarity Index Measure (MSSIM). 

The structure of the paper is outlined as detailed 

below: Section II offers a concise review of pertinent 

literature. Section III explores recent related studies. 

Details of the proposed architectures and their 

implementation are covered in Section IV. Section V 

describes the findings and validations of the 

research. The paper wraps up with a summary and 

discussion in Section VI. The Bibliography section 

provides a list of references.  
 

2. Related Work 

 
This section examines recent progress and strategies 

in the design of approximate multipliers, with a 

special emphasis on innovations in 4:2 compressors 

and their effects on multiplier performance. It 

provides an overview of significant advancements in 

partial product reduction, focusing on the shift from 

exact to approximate methods to balance accuracy, 

power efficiency, and hardware complexity. The 

discussion also includes new approaches for 

integrating error correction and optimization within 

8x8 multipliers, featuring a detailed analysis of a 

recently developed structure for the 8x8 approximate 

multiplier.  
 

2.1 Literature Review 

 

The article provides a comprehensive review and 

evaluation of approximate arithmetic circuits, 

examining their characteristics through functional 

simulation, performance and area-optimized circuit 

synthesis, and their use in image processing and 

machine learning applications [1]. Innovative 

designs for two approximate 4-2 compressors are 
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introduced and applied in the reduction modules of 

four approximate multipliers. These compressors 

demonstrate considerable reductions in transistor 

count, power consumption, and delay compared to 

exact designs [2]. The research presents an 

approximate Wallace-Booth multiplier that offers 

notable improvements in power efficiency and delay 

reduction, accompanied by a slight trade-off in 

accuracy. The design utilizes approximate Booth 

encoders, approximate 4-2 compressors, and 

approximate trees within the lower n/2 least 

significant bits (LSBs) of the multiplier [3]. Four 

Dual Quality 4:2 Compressors are designed to 

switch between exact and approximate operating 

modes. In approximate mode, these compressors 

achieve higher speeds and reduced power 

consumption, with a trade-off in accuracy [4]. A 

high-speed, low-power approximate multiplier is 

developed, utilizing an innovative radix-4 partial 

product generation technique and a new inexact 4-2 

compressor. Its effectiveness is assessed through 

image processing tasks, such as sharpening and 

smoothing, showing that it can be applied to these 

applications while preserving overall image quality 

[5]. A novel 4-2 compressor design is introduced for 

the partial product compression phase in binary 

multipliers. This design involves a minor adjustment 

to an existing 4-2 compressor, resulting in errors that 

consistently produce slightly reduced values 

compared to exact results. This predictable error 

pattern allows for easy detection using a 2-input 

AND gate. An error recovery module can be 

employed to address these errors if necessary. The 

approach supports the development of an 

approximate multiplier with separate accurate and 

approximate regions, utilizing the new compressor 

in the approximate region and applying error 

recovery modules at the most significant bit 

positions [6]. The proposed approximate 

compressors utilize only AND-OR gates, avoiding 

the need for XOR gates, and demonstrate improved 

precision and reduced hardware complexity 

compared to previous designs. An algorithm is 

introduced to incorporate these compressors into 

approximate multipliers. The approach uses the 

compressors in the early stages of the partial product 

reduction process, applying them to the less-

significant parts of the partial product matrix and 

integrating them into more significant parts only 

when required, in order to minimize the overall 

approximation error [7]. Various approaches to 

majority logic-based approximate adders and 

multipliers are explored. Studies highlight the 

design, analysis, and performance of these 

components. Notably, the majority logic-based full 

adders available in 1-bit, 2-bit, and multi-bit variants 

are discussed for their advantages in reducing circuit 

complexity and delay compared to exact designs. 

These approximate adders achieve these 

improvements with only a minimal loss in accuracy 

[8]. A new design for an approximate 4:2 

compressor is introduced, along with a modified 

Dadda Multiplier architecture. This modification 

enhances the effectiveness of the proposed 

compressor and aims to reduce output errors [9]. 

This brief outline a method for enhancing the energy 

efficiency of the dynamic truncation technique used 

in developing energy-quality scalable multipliers. 

The suggested method involves an intelligent 

arrangement of the partial products, which 

minimizes energy consumption in the non-truncated 

sections of the multiplier. Additionally, a 

straightforward and effective hardware correction 

technique is presented, which can be adjusted based 

on the truncation settings [10]. Two innovative 4:2 

compressor architectures are introduced. The first 

design emphasizes high speed and area efficiency, 

resulting in significant reductions in area, delay, and 

power consumption. The second design, a modified 

dual-stage architecture, further optimizes area, 

delay, and power while preserving accuracy [11]. An 

energy-efficient approximate multiplier is designed 

using a new 4-2 compressor combined with an error 

recovery module. This compressor, derived from 

modifications to existing advanced circuits, has a 

low error probability and enables easy error 

detection with a 3-input AND gate. It is integrated 

into the partial product reduction phase of the 

multiplier, where the error recovery module 

addresses any detected errors [12]. Three innovative 

approximate 4-2 compressors are introduced for use 

in 8-bit multipliers. An error-correcting module is 

also presented to improve the error performance of 

these multipliers. Additionally, the design reduces 

the number of outputs from the approximate 4-2 

compressors to one, which enhances energy 

efficiency [13]. A novel approximate 5:2 compressor 

and a 4:1 compressor is presented. Furthermore, 

three approximate multipliers are developed by 

replacing AND gates with NAND gates and 

integrating different combinations of the newly 

proposed compressors [14]. An unsigned 

approximate multiplier architecture is proposed, 

consisting of three segments. The least significant 

segment is replaced with a constant compensation 

term to reduce hardware usage without greatly 

impacting accuracy. The middle segment employs a 

new 4:2 approximate compressor to simplify partial 

products, with an error correction module mitigating 

the resulting approximation errors. The most 

significant segment is implemented with exact logic 

to prevent substantial errors that could arise from 

approximation [15]. The approach involves 

extracting segments of mmm contiguous bits from 
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each n-bit operand and processing these segments 

with a small m× m internal multiplier, with the 

output then adjusted through shifting to produce the 

final result. The investigation covers both signed and 

unsigned multipliers, with a novel segmentation 

method proposed for the unsigned variant. 

Furthermore, effective correction techniques are 

presented to significantly reduce approximation 

errors while keeping hardware costs low [16]. An 

innovative approximate multiplier with integrated 

error compensation is presented. This design 

incorporates a region with fixed truncation, an error 

correction mechanism, and a precise computation 

segment. The lower portion of the product is treated 

as a constant compensation factor, while the more 

significant portion is computed with full accuracy to 

achieve a balance between hardware efficiency and 

precision. Furthermore, an easy-to-implement yet 

highly effective error correction module is included 

to substantially enhance accuracy [17]. A series of 4-

bit approximate multipliers is introduced, along with 

a method for scaling these to larger bit lengths by 

utilizing smaller bit-width multipliers. To develop a 

higher bit-length multiplier, the approach 

decomposes it into four sub-multipliers, each with 

half the bit width of the target multiplier. Partial 

products from these sub-multipliers are then 

combined using several approximate techniques, 

each offering varying levels of accuracy [18]. Two 

multipliers are introduced that employ error 

compensation techniques and approximate 4:2 

compressors to achieve lower energy consumption. 

The designs, termed “M00” and “M01,” offer A 

beneficial equilibrium between accuracy and energy 

efficiency. M00 reduces transistor count 

significantly, leading to lower energy usage while 

still providing adequate accuracy for areas including 

image processing and neural networks. Meanwhile, 

M01 achieves high precision with reduced energy 

consumption compared to other multipliers [19].  

 

2.2 8x8 Approximate Dadda Multipliers 

 

The 8x8 Dadda multiplier is a high-speed binary 

multiplication technique designed to optimize the 

reduction of partial products while minimizing the 

number of adders required as shown in Figure 1. It 

starts by generating an 8x8 grid of partial products 

through bitwise AND operations between the 

multiplicand and multiplier, resulting in 64 partial 

products. These are then reduced in stages using full 

adders, which take three inputs, and half adders, 

which take two inputs, to progressively condense the 

number of rows. At each stage, the number of bits 

per column is minimized to 1, 2, or 3, effectively 

reducing the rows until only two remain. In the final 

stage, these two rows are summed using a fast adder, 

such as a carry-lookahead or ripple carry adder, to 

produce the final product. This method is highly 

efficient because it reduces the number of addition 

stages compared to alternative methods like the 

Wallace tree, resulting in faster overall computation. 

 

 
 

Figure 1. Basic structure of 8x8 Dadda approximate 

multiplier. 

 

The key step is the reduction of partial products. In 

the early stages of research, half adders and full 

adders were used for this decomposition process. 

While this method yields accurate results, it incurs 

high resource utilization, including significant 

power consumption, area usage, and delay. To 

address this, 4:2 compressors were introduced to 

reduce resource utilization to some extent. However, 

the utilization remains high, and such a high degree 

of accuracy is unnecessary for error-resilient 

applications like multimedia and image processing. 

At this stage, approximate compressors, were 

employed and this approach significantly reduces 

hardware requirements, power consumption, and 

latency. However, the trade-off is the introduction of 

errors, leading to reduced accuracy. To mitigate this, 

approximate designs are used only in the least 

significant positions of partial products, while exact 

compressors and adders are reserved for the most 

significant bits. This strategy helps in decomposing 

the higher-order partial products while balancing 

accuracy and hardware efficiency. Further research 

introduced innovative methods to enhance both 

hardware utilization and accuracy. For example, 

researchers have integrated techniques like 

truncation in the least significant stages, 

approximation in the middle stages, and exact 

designs at higher levels. Error compensation 

techniques were also introduced to recover accuracy 

without increasing resource utilization. A recently  
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Figure 2. Recently developed 8x8 approximate 

multiplier 

 

developed 8X8 approximate multiplier as shown in 

Figure 2. It shows a new multiplier design with three 

main parts: a fixed-truncation region, a fault 

mitigation system, and an exact computation unit. 

This design improves performance by skipping 

partial product generation in the eight least 

significant columns of the constant region and using 

a fixed 8-bit product "00000110" instead. The error 

correction module plays a key role by fixing errors 

in the left part of the fixed-truncation region. It uses 

two 4-input OR gates to detect and correct errors in 

high-probability situations. The module's output is 

then used as a Carry input for the next stage of 

compressors, which helps to address negative error 

distances (EDs). This is particularly useful for 

applications involving neural networks, where the 

ReLU activation function is common. To balance 

efficiency and accuracy, the design replaces the 

three least significant bits with a constant correction 

term "110". This term, which is based on averaging 

input sets in the lower order columns, enhances 

accuracy while simplifying the hardware needed. 

The reduction part of the multiplier uses a two-stage 

process. In the first stage, a half adder, two full 

adders, and three 4:2 exact compressors are used. 

The second stage includes two full adders and four 

4:2 exact compressors. The final result is produced 

by a Ripple Carry Adder (RCA), which consists of 

two half adders and four full adders. 

3. Proposed Work 

 

In this paper, proposes novel methods for designing 

approximate multipliers. In previous designs, partial 

products were decomposed in multiple stages, 

leading to increased latency. In contrast, the 

proposed design decomposes all partial products in 

a single stage using higher-order compressors such 

as 8:2, 7:2, 6:2, and 5:2 in the design of 8X8 

approximate multipliers. This hybrid method 

integrates truncation at the least significant 

positions, approximation in the middle stages, and 

exact circuits at the higher-order positions of partial 

products. An effective error recovery circuit is also 

employed to compensate for errors arising from both 

truncation and approximation. Additionally, to 

design higher-order multipliers from lower-order 

ones, a scaling method is utilized, which involves 

cascading lower-order multipliers in various 

combinations. It is detailed by designing 16X16 

multiplier by using 8X8 multiplier. These innovative 

and effective modifications to existing designs result 

in a tremendous improvement in terms of balancing 

hardware utilization and accuracy. Hardware 

utilization is significantly reduced without 

compromising accuracy. 

3.1 Design of proposed compressors 

 

Compressors are circuits designed to sum multiple 

binary inputs with fewer operations compared to 

traditional adders. Common examples include 3:2 

compressors (similar to a full adder) and 4:2 

compressors. The traditional exact compressor, 

reduces four inputs to two using two exact full 

adders, which consume significant resources and 

time to perform the operation. In contrast, the 

approximate 4:2 compressor is designed using two 

approximate full adders, with the logic diagram of 

the proposed full adders as shown in Figure 3. The 

Boolean expressions of Sum and Carry-outs for the 

proposed full adder are provided in equation 1, and 

those for the proposed half adder are given in 

equation 2. 

 
𝑆𝑢𝑚 = 𝐴 + 𝐵 + 𝐶𝑖𝑛  𝐶𝑜𝑢𝑡 = 𝐶𝑖𝑛           (1) 

 

𝑆𝑢𝑚 = 𝐴 + 𝐵   𝐶𝑜𝑢𝑡 = 𝐶𝑖𝑛           (2) 
 

Figure 4. illustrates the design of both exact and 

approximate 5:2 compressors. The exact 5:2 

compressor is constructed using an exact 4:2 

compressor along with an exact full adder. Similarly, 

the approximate 5:2 compressor is built using an 

approximate 4:2 compressor paired with an 

approximate full adder. The exact 6:2 compressor 

was designed using two exact 4:2 compressors, 

whereas the approximate 6:2 compressor was 

designed using two approximate 4:2 compressors 

and one approximate full adder, as illustrated in 

Figure 5. Two compressors of 6:2 and 4:2 is 

sufficient and no need of full adder. The exact 7:2 

compressor was created by combining one exact 5:2 

compressor and one exact 4:2 compressor, whereas 

the approximate 7:2 compressor was created by 
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combining one approximate 5:2 compressor and one 

approximate 4:2 compressor, as illustrated in Figure 

6. The exact 8:2 compressor designed by using one 

exact 6:2 compressor and one exact 4:2 compressor 

whereas the approximate 8:2 compressor designed 

by using one approximate 6:2 compressor and one 

approximate 4:2 compressor as shown in Figure 7. 

 

 
Figure 3. Exact and Inexact 4:2 compressor 

 

 
Figure 4. Exact and Inexact 5:2 compressor 

 

 
Figure 5. Exact and Inexact 6:2 compressor 

 

 
Figure 6. Exact and Inexact 7:2 compressor 

 
Figure 7. Exact and Inexact 8:2 compressor 

 

3.2 Design of proposed 8x8 multiplier 

 
The proposed 8x8 Dadda multiplier is structured into 

three main regions for partial product 

decomposition, as depicted in Figure 8. Here is a 

breakdown of each region: 

First Region: Truncated Computation: 

In the first region, columns 0 to 5 (the least 

significant 6 bits) are truncated. Instead of 

generating partial products for these columns, a 

constant "000110" is assigned to the product bits 

Y[5:0]. This approach eliminates the need for 

generating partial products for these columns and 

saves 15 AND gates and the hardware needed to 

combine these partial products. To handle the error 

from truncation, at column 5, the first three rows' bits 

are ORed and propagated to column 6, while bits 4, 

5, and 6 are ORed and propagated to column 8.  

Second Region: Approximate Computation: 

In the second region, columns 6 to 8 use approximate 

computing. Each column utilizes an approximate 8:2 

approximate compressor. In Column 6, the 8:2 

compressor processes 7 partial product bits and the 

ORed error compensation output from truncation to 

produce the sum bit Y[6]. At Column 7, another 

approximate 8:2 compressor handles 8 partial 

product bits to produce the sum bit Y[7]. At Column 

8, another approximate 8:2 compressor processes 7 

partial product bits along with the ORed error 

compensation output from truncation to produce the 

sum bit Y[8]. Additionally, errors introduced by 

approximation are compensated by ORing the carry 

outputs from all three 8:2 compressors and then 

propagating this combined result to column 9. 

Third Region: Exact Computation: 

The third region covers columns 9 to 15 and uses 

exact computation. In Column 9, a 7:2 compressor 

combines 6 partial product bits with the carry from 

the previous error compensation for approximation 

to produce the sum bit Y[9] and the carry is 

propagated to column 10. At Column 10, a 6:2 

compressor processes 5 partial product bits and the 

carry from column 9 to produce the sum bit Y[10], 

with the carry propagated to column 11. In Column 
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11, a 5:2 compressor adds 4 partial product bits and 

the carry from column 10 to produce the sum bit 

Y[11], with the carry propagated to column 12. In 

Column 12, a 4:2 compressor processes 3 partial 

product bits and the carry from column 11 to produce 

the sum bit Y[12], with the carry propagated to 

column 13. At Column 13, a full adder adds 2 partial 

product bits and the carry from column 12 to produce 

the sum bit Y[13], with the carry propagated to 

column 14. In Column 14, an half adder processes 1 

partial product bit and the carry from column 13 to 

produce the sum bit Y[14] and the final carry from 

this operation becomes the last product bit Y[15].  
 

 
 

Figure 8. Architecture of proposed 8X8 approximate 

multiplier 

 

3.3 Design of proposed 16x16 multiplier 

 
The 16x16 multiplier can be constructed by 

cascading four 8x8 multipliers, as illustrated in 

Figure 9. The first 8x8 multiplier handles the 

multiplication of the lower 8 bits, A[7:0] and B[7:0], 

producing a 16-bit product that forms the first row. 

The second 8x8 multiplier multiplies the higher eight 

bits A[15:8] with the lower eight bits B[7:0], and the  

resulting product is placed in the second row, shifted 

8 bit positions to the left relative to the first row. 

Similarly, the third 8x8 multiplier performs 

multiplication on the lower 8 bits A[7:0] and the 

higher 8 bits B[15:8], placed in third and aligning its 

product with second row. Finally, the fourth 8x8 

multiplier multiplies the higher 8 bits A[15:8] and 

B[15:8], placing this product in the last row, shifted 

8 bits to the left relative to the third row. This 

structured approach ensures that all partial products 

are correctly aligned to generate the final 32-bit 

result of the 16x16 multiplication. The detailed 

architecture of the 16x16 multiplier, as shown in  

Figure 10, generates a 32-bit product Y[31:0], which 

corresponds to the 0th to 31st columns. In this design, 

the first eight columns directly produce Y[7:0], 

representing the lower eight bits of the first 8x8 

multiplier. The partial products in the 8th column are 

combined using an approximate full adder to 

generate Y[8], with the carry propagated to the next 

column. In the 9th column, three partial product bits 

along with the carry from the previous column are 

processed using an approximate 4:2 compressor, 

resulting in Y[9] while carrying the output forward. 

This process continues through to the 15th column, 

generating product bits from Y[10] to Y[15]. From 

the 16th to the 23rd columns, the same approach is 

followed, but exact versions of the 4:2 compressors 

are used to ensure accuracy, yielding product bits 

from Y[17] to Y[23]. Notably, at the 23rd column, 

the carry-out from the approximate 4:2 compressor 

is not propagated to the 24th column; instead, it is 

propagated to the 30th column. The product bits from 

the 24th to the 29th columns are generated directly 

from the fourth 8x8 multiplier, producing Y[24] to 

Y[29]. Finally, the product bits from the 30th and 31st 

columns are combined with the carry from the 23rd 

column using an exact full adder, resulting in Y[30] 

and Y[31]. This design ensures that higher-order 

partial products (from the 16th to the 31st columns) 

are processed with exact circuits to maintain 

accuracy and minimize precision loss. 

 

4. Results and Discussions 

 
To assess the performance of the proposed 

approximate multipliers (8x8 and 16x16), the 

architectures were modeled using Verilog HDL and 

synthesized with a 45-nm CMOS Cell Library using 

Cadence Design Compiler. This allowed for the 

measurement of circuit delays, power consumption, 

and area. Next, post-synthesis simulations were 

conducted with 500,000 randomly generated test 

vectors, capturing signal transitions in VCD files. 

After synthesis, the collected data were integrated 

into the netlists. Furthermore, the performance of the 

proposed 8x8 and 16x16 multipliers was verified by 

implementing them in the image processing 

application for image edge detection, providing a 

practical evaluation of their effectiveness in real-

world scenarios. For this, Monte Carlo simulations 

were run with 500,000 uniformly distributed input 

patterns to evaluate various performance metrics. 

The analysis emphasized both performance metrics, 

including area utilization, power consumption, and 

delay time as well as quality metrics such as NMED, 

MRED, PSNR, NoEB and MSSIM. A comprehensi

ve comparative analysis was conducted against 

state-of-the-art techniques, incorporating all relevant 

static values and graphical representations. 
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Figure 9. Structure of proposed 16x16 approximate multiplier 

 

 

 
Figure 10. Detailed architecture of proposed 16x16 approximate multiplier 

 

4.1 8x8 multiplier 

 
The proposed 8x8 multiplier, modeled in Verilog 

and implemented in a 45-nm CMOS technology 

library using the Cadence compiler, demonstrates 

significant improvements in performance metrics, 

including power, area, and delay, as summarized in 

Table 1. The proposed design features an area of 

320.6 µm², making it the most compact option 

compared to other leading designs, which range 

from 374.2 µm² to 699.5 µm². It also exhibits the 

fastest delay of 1.947 ns, outperforming competitors 

whose delays span from 2.374 ns to 3.248 ns. Power 

consumption is minimal at 38.80 µW, while other 

designs consume significantly more, with the highest 

at 95.20 µW. This optimal combination of low 

power and fast operation results in the lowest Power-

Delay Product (PDP) of 75.54 fJ, demonstrating a 

substantial efficiency advantage over other designs, 

which range from 120.89 fJ to 309.21 fJ. The quality 

metrics of the proposed 8x8 multiplier are also 

summarized in Table 1, indicating that the design 

excels in quality as well. It achieves the lowest 

Normalized Mean Error Distortion (NMED) of 10.3 

× 10⁻⁴ and a Mean Relative Error Distortion 

(MRED) of 2.3 × 10⁻⁴, demonstrating superior error 

performance. Additionally, the design records a high 

Peak Signal-to-Noise Ratio (PSNR) of 26 dB and a 

Maximum Structural Similarity Index (MSSIM) of 

0.9986, underscoring its exceptional image quality. 

Furthermore, it maintains a high number of edges 

(NoEB) at 9.2. Overall, the proposed 8x8 multiplier 

design stands out not only for its impressive 

performance in speed, power efficiency, and area but 

also for its superior quality metrics. The organized 

graphical representation of the statistical values of 

performance and quality metrics are illustrated in 

Figure 11.  
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4.2 16x16 multiplier  

 
The proposed 16x16 multiplier design demonstrates 

substantial advancements in both performance and 

quality metrics, as summarized in Table 2. With a 

delay of 2.627 ns, it is the fastest design compared to 

others, which range from 3.374 ns to 4.583 ns. 

Additionally, it exhibits the lowest power 

consumption at 266.04 µW, while competing 

designs consume up to 652.8 µW. This combination 

results in a PDP of 697.02 fJ, significantly lower 

than other designs, which range from 1152.54 fJ to 

2989.82 fJ. The proposed design also occupies only 

1980 µm² of area, making it more compact than other 

designs that range from 2100 µm² to 5400 µm². In 

terms of quality metrics, the proposed design 

features a NMED of 19.47 × 10⁻⁴, outperforming 

designs with values up to 35.8 × 10⁻⁴. It has a MRED 

of 5.12 × 10⁻⁴, which is competitive among the other 

designs, and achieves a PSNR of 25dB. The NoEB 

stands at 8.9, with an impressive MSSIM of 0.9915, 

indicating superior perceptual quality. Overall, the 

proposed design excels in performance, power 

efficiency, hardware simplicity, area efficiency, and 

image quality, positioning it as a highly optimized 

and competitive solution for high-performance 

multipliers. The organized graphical representations 

of the statistical values from Table 2 are depicted in 

Figure  12. 

 

 Table 1. Comparison of performance and quality metrics of 8x8 multiplier design 

Design 
Area 

(µm²) 

Power 

(µW) 

Delay 

(ns) 
PDP (fJ) 

NMED 

(X10-4) 

MRED 

(X10-4) 

PSNR  

(dB) 
NoEB MSSIM 

Proposed 320.6 38.80 1.947 75.54 10.3 2.3 26 9.2 0.9986 

[19] 374.2 45.60 2.651 120.89 12.4 3.13 25 9 0.9894 

[18] 389.5 49.88 2.374 118.42 16 3.68 23 8.3 0.9493 

[17] 537.8 64.18 2.855 183.23 21.8 5.49 16 6.1 0.8914 

[14] 699.5 95.20 3.248 309.21 17.2 2.83 23 8.2 0.9193 

[7] 665.7 83.80 3.169 265.56 9.8 2.1 27 9.7 0.9997 

 

Table 2. Comparison of performance and quality metrics of 16x16 multiplier design 
 

Design 
Area 

(µm²) 

Power 

(µW) 

Delay 

(ns) 

PDF  

(fJ) 

NMED 

(X10-4) 

MRED 

(X10-4) 

PSNR 

(dB) 
NoEB MSSIM 

Proposed 2244.2 266.04 2.627 697.02 19.47 5.12 25 8.9 0.9915 

[19] 2619.4 312.66 3.745 1169.35 21.4 6.98 24 8.6 0.9892 

[18] 2726.5 342.00 3.374 1152.54 24.7 8.20 22 7.8 0.9290 

[17] 3764.6 440.04 3.926 1724.96 30.1 12.24 16 5.4 0.8920 

[14] 4896.5 652.8 4.583 2989.82 35.8 6.31 22 7.7 0.9191 

[7] 4659.9 574.62 4.369 2505.34 19.05 4.68 26 9.2 0.9996 

 

 

 
 
Figure 11. Graphical representation of Comparison of 

8x8 multipliers 

 
 
Figure 12. Graphical representation of Comparison of 

16x16 multipliers 
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5. Conclusions 

 
This work addresses the challenges of resource 

utilization and error tolerance in multiplier design, 

particularly in applications like multimedia 

processing and signal handling. To tackle these 

issues, we propose efficient 8x8 and 16x16 

approximate multipliers that integrate advanced 

techniques such as truncation, approximation, and 

exact computation, optimizing both accuracy and 

efficiency. The primary objectives of this study 

include designing a high-performance 8x8 

approximate multiplier using single-stage partial 

product decomposition with higher-order 

compressors, developing a scalable 16x16 multiplier 

by cascading four optimized 8x8 designs, and 

verifying their performance in image processing 

applications. The performance metrics for the 

proposed multipliers are impressive. The 8x8 

multiplier achieves a delay of 1.947 ns, power 

consumption of 38.8 µW, and a strong balance 

between performance and efficiency. The 16x16 

multiplier further excels with a delay of 2.627 ns and 

the lowest power consumption at 266.04 µW, 

combined with minimal error rates. Together, these 

designs offer significant improvements in speed, 

power efficiency, and error minimization, making 

them highly effective solutions for resource-

constrained, error-tolerant applications. 
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