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Abstract: 
 

Machine learning has several essential applications, including classification and 

recognition. Both people and objects may be identified using the Machine learning 

technique. It is particularly important in the verification process since it recognizes the 

characteristics of human eyes, fingerprints, and facial patterns. With the advanced 

technology developments, nowadays, Facial recognition is used as one of the 

authentication processes by utilizing machine learning and deep learning algorithms and 

it has been the subject of several academic studies.  These algorithms performed well on 

faces without masks, but not well on faces with masks. since the masks obscured the 

preponderance of the facial features. As a result, an improved algorithm for facial 

identification with and without masks is required. After the Covid-19 breakout, deep 

learning algorithms were utilized in research to recognize faces wearing masks. Those 

algorithms, however, were trained on both mask- and mask-free faces. Hence, in this, 

the cropped region for the faces is only used for facial recognition. Here, the features 

were extracted using the texture features, and the best-optimized features from the glow 

worm optimization algorithm are used in this paper. With these features set, the hybrid 

Dolphin glow worm optimization is used for finding the optimal features and spread 

function value for the neural network. The regression neural network is trained with the 

optimized feature set and spread function for the face recognition task. The performance 

of the suggested method will be compared to that of known approaches such as CNN-

GSO and CNN for face recognition with and without masks using accuracy, sensitivity, 

and specificity will next be examined. 

 

1. Introduction 
 

The traditional biometric technologies relying on 

passwords or fingerprint are no longer secure 

since the COVID-19 may spread via touch and 

contaminated surfaces. It is safer to use face 

recognition without having to touch any hardware. 

Recent coronavirus research has shown that 

employing a face mask significantly lowers the 

spread of this virus among healthy and afflicted 

people. However, the following issues arise while 

using a face mask: (1) Scam artists and criminals 

take use of the mask to perpetrate theft and other 

crimes covertly. (2) When a large portion of the 

face is covered by a mask, community security 

systems and face identification are becoming 

particularly challenging jobs. (3) Whenever a 

mask is worn that prevents a whole facial picture 

from being provided for description, current face 

identification techniques are ineffective. (4) As it 

is needed for face normalization, position 

correction, and facial matching, revealing the nose 

area is crucial for the work of face identification. 

Facial masks have greatly hampered face 

recognition technologies because to these issues. 

The effectiveness of facial-recognition algorithms 

is influenced by image quality. When comparison 

to a camera phone, the image appearance of 

scanned video is relatively poor. Even high-

definition video is typically 720p, but it may be as 

high as 1080p (progressive scan). These numbers 

correspond to around 2MP and 0.9MP, although a 
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low-cost digital camera may capture 15MP. The 

distinction is clear to see. 

Picture Size 

How successfully a face will be identified 

depends on its relative size to the total picture size 

when a face-detection algorithm discovers a face 

in an image or in a still from a video clip. The 

recognised face is just 100 to 200 pixels wide due 

to the already modest picture size and the target's 

distance from the camera. Furthermore, it takes a 

lot of processing power to scan a picture for 

different face sizes. To reduce false positives 

during detection and hasten picture processing, 

the majority of algorithms allow for the choice of 

a face-size range. 

Partially blocking 

The process of face recognition is destroyed by 

object view elements. The major source of worry 

for the facial recognition procedure is that the 

accused individuals may deliberately conceal their 

faces in order to trick the security systems. By 

using part-based, feature-based, and fractals-based 

algorithms for effective face recognition, these 

issues may be resolved. 

Pose diversity 

The extraction of head characteristics becomes 

more difficult due to the position variation, which 

is one of the major obstacles for face recognition 

since the person's head may be rotated anywhere 

from 90 degrees to 45 or even 60 degrees. 

Mathematical normalisation is impracticable when 

the person's faces are inwards rotated. By 

choosing appearance-based strategies, geometric 

model-based methods, and multi-view-based 

methodologies, it may be overcome. 

Lighting Situations 

Face recognition software's performance is 

significantly impacted by lighting. The facial 

photos produce a shadow due to varying lighting 

conditions, making the identifying procedure 

difficult. Numerous methods utilised to address 

this problem and proposed by various scholars are 

not applicable in day-to-day activities. 

Skin ageing 

In general, as people age, their faces develop 

wrinkles, scars, moles, freckles, colour changes, 

texture changes, and shape changes, making them 

impossible to identify in the future and ultimately 

interfering with facial recognition technology. 

Present FR engine are not resistant to 

modifications brought on by age. For face 

recognition to be successful, an effective 

algorithm has to be implemented. 

As a result of its important uses in surveillance 

systems, healthcare systems, and entertaining, 

facial recognition software is receiving increased 

attention in real world applications. Generally 

general, face emotion detection technology is 

created to foster human-system interaction. In this 

study, automated facial expression identification 

is created in order to recognise human face 

expressions for usage in real world applications. 

Numerous researchers have studied face 

recognition, but they still encounter certain 

restrictions. A new effective method is developed 

for a simpler automated recognition approach to 

address these problems. In order to address these 

issues, we separate the tasks of face mask 

identification and mask face identification. The 

first one determines whether or not the wearer is 

hiding their identity. This is applicable in public 

settings when wearing a mask is required. On the 

other hand, masked face recognition seeks to 

identify a face with a mask based on the areas 

around the eyebrows and nose. In this research, 

we use a deep learning-based approach to the 

second problem. We extract characteristics from 

the unmasked facial areas using a deep learning-

based model that has already been trained (out of 

the mask region). It is important to note that the 

nose and mouth areas are the only predicted face 

locations where the occlusions in our scenario 

might occur; this can serve as a helpful guide to 

effectively tackle this issue. The remainder of this 

essay is structured as follows: The previous 

literature are presented in Sect. 2. We outline the 

inspiration for and significance of the work in 

Section 3. Sect. 4 provides specifics on the 

suggested approach. Empirical values are shown 

in Section 5. The article comes to a conclusion at 

the end. 

 

2. Preliminary Knowledge  
 

Through the use of a video camera, digital face 

recognition analyses a person's face pictures to 

determine its features. It measures the dimensions 

of the whole face structure, including those 

between the borders of the eyes, nose, mouth, and 

jaw. These measures are kept in a database and 

then compared and matched to provide an 

effective outcome. Although this biometric 

authentication is effective in identifying possible 

threats (terrorists, con artists, and criminals), it has 

several drawbacks that prevent it from being 

employed in high-level application. The biometric 

technology needs the person to physically present 

themselves for scanning, which may include 

putting their palm on a reader or their eyes in front 

of the scanning (Chen and Cheng). However, 

human assistance should not be necessary for the 

facial recognition systems. Unsurprisingly, there
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is no delay or disruption, and most of the time, 

individuals are totally unaware that their faces are 

being photographed as they enter a designated area 

(under surveillance or that their privacy has been 

invade). There are around 80 nodal nodes on each 

human face, and they may be counted by creating a 

numerical code called a "face print" that symbolizes 

entire face images. The face characteristics vary 

from person to person due to age issues, 

recognisable landmark, and various peaks and 

troughs. The following list of characteristics used in 

face recognition includes some of them: 

 The separation between the eyes 

 the depth and breadth of the eye sockets 

 the cheekbones' form 

 and the thickness of the cheek bones 

The system will find the patient's face and scans the 

images when the person (user) faces that camera 

while positioned around two feet away from the 

camera. These images are then utilised for further 

processing as well as for matching against by the 

authentication process or the facial databases. Based 

on his face position, the user might have to relocate 

and retry the authentication if it wasn't successfully 

detected the first time. In far less than 5 seconds, the 

algorithm often makes a wise choice. 

 

3. Related Work  

 
Due to convolutional neural networks' (CNN) 

reliability in terms of data analysis and feature 

extraction due to their deep architecture, which 

enables them to perform a very large amount of 

computations on a single region of an image, most 

recent work in face recognition uses this deep 

learning technique. This technique is based on the 

architecture of convolutional neural networks 

(CNN), which was inspired by biological neural 

networks.The findings demonstrate that Mobile Net 

has the highest level of accuracy for both camera-

input photos and video (real-time)[1-11] Oriented 

directional characteristics from a modular histogram 

are used to recognise faces: This study proposes a 

local directed pattern descriptor and modular 

histogram-based illumination-invariant face 

recognition system. An oriented local descriptor that 

may represent diverse patterns of face pictures under 

varied lighting circumstances is the proposed 

Modular Histogram of Oriented Directional Features 

(MHODF) [12]. Each sub-image texture is encoded 

using edge response values in various directions, and 

each picture is given a multi-region histogram. The 

accuracy of face recognition is greatly improved by 

the edge reactions, which are crucial. As a result, we 

demonstrate the usefulness of employing various 

directional masks, such as Prewitt kernels, Kirsch 

masks, Sobel kernels, and Gaussian derivative 

masks, for identifying the edge responses. The 

suggested MHODF algorithm's performance was 

assessed using a number of publically accessible 

datasets, and encouraging recognition rates were 

found. use cases using computing. Transfer learning 

to adopt weights from a related task, face 

recognition, which is learned on a large dataset, is 

one of the characteristics. To determine whether or 

not individuals were wearing face masks, we 

employed OpenCV, Tensor Flow, Keras, Pytorch, 

and CNN. Real-time video feeds and photos were 

used to evaluate the models. The model's precision 

has been attained, and it is continually being 

optimised. By adjusting the hyperparameters, we are 

creating a very accurate answer. This particular 

model may be used as an example of an edge 

analytics use case. On a public face mask dataset, 

the suggested approach also produces state-of-the-art 

results. as a result of the advancement of face mask 

detection [13]. a technique for identifying and 

alerting someone who misuses or doesn't use a face 

mask. The method makes use of the GoogleNet, 

AlexNet, and VGG16 models in deep learning. The 

bagging approach, an ensemble method, is used to 

synthesise the findings. According to the empirical 

results, the technique offers a face mask detection 

performance of more than 95% [14]. On the face 

mask detection dataset, the identification model is 

assessed. According to the experiment's findings, 

DENSENET201-SVM and EFFNET-LSVM had the 

greatest classification accuracy, with 0.9972. 

EFFNET-LSVM, meanwhile, offers the benefit of 

faster extracting features, classifier, and features size 

calculation [15]. the rise in cognitive bias brought on 

by masks, and they propose that individuals 

examining choices made by algorithms for facial 

recognition should indeed be notified of this 

possibility [16]. The purpose of this study is to 

identify a person wearing a mask by their face. 

When using a face mask and the Kaggle face 

database, the system's performance was assessed for 

COVID-19. The findings reveal that the suggested 

system performed well and outperformed the other 

face-recognition algorithms [17]. The bagging 
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approach, an ensemble method, is used to synthesise 

the findings. The technique provides a more then 

95% efficiency of face mask identification, 

according to the experimental data [18]. The rate of 

change in the difficulty of face recognition 

throughout time was observed to be 80% in the 

normal participants and 34% in the RRMSp. When 

recognising faces with facial masks on, the RRMSp 

performed worse than healthy controls and often 

needed to remove the coverings. In contrast to 

healthy controls, RRMS participants did not 

demonstrate as much progress in the ability to 

identify masked images over time [19]. Whether the 

individual is wearing a disguise or not, the training 

system will still be able to identify them. 

The suggested detection and recognition is also 

evaluated with current state-of-the-art methods, with 

the recognition accuracy for various classes 

averaging about 98.2% [20]. By additionally 

showing algorithm accuracy rates while wearing 

face masks, you may determine if this rise in 

cognitive bias was influenced by the perception of 

algorithm correctness. That the increases in 

motivated reasoning brought on the face masks was 

lessened by making individuals aware of the 

possibility for algorithmic mistakes. According to 

our research, people examining face recognition 

algorithms judgements should indeed be constantly 

reminded of the possibility of algorithmic faults to 

enhance the effectiveness of the human-algorithm 

collaboration These discoveries have significant 

ramifications for happiness and fulfilling social 

connections. The need for doctor-patient contacts in 

public general practice is even larger if some mental 

patients find it difficult to understand happy 

feelings. Additionally, masked face images were 

used to evaluate this approach, and the results 

indicate that it performs better than traditional CNN-

GSO. 

 

4. Proposed Work  

 
The main advantages of this proposed approach is 

that the dataset contains both normal and masked 

images. This helps to create an automatic attendance 

system with face recognition procedure. This helps 

to minimize people interaction and maintain social 

distance between them. A summary of the proposed 

approach is shown in Fig. 1. There are four stages to 

it: 

 
Figure 1. Step-by-Step Processes for Face Recognition 

 

A. Image Acquisition 

The first step in any classification process is image 

acquisition. For pre-processing, the input picture for 

the face image dataset is gathered from a searchable 

database. The image is reduced in colour and shrunk 

to 128 by 128 before being sent to the pre-

processing step. 

B. Pre-processing by wiener filter 

Pre-processing is the method of reducing noise and 

enhancing the aesthetic appeal of a picture to make it 

more accurate for identification. The primary 

objective of the preprocessing method is to enhance 

the diagnosis potential for visual evaluation as well 

as computer-aided segmented. It is crucial to 

decrease noises by keeping the important image 

features when an image is acquired and transmitted 

since noisy corrupts the representation throughout 

both processes. In this study, the image quality is 

improved and removed using a wiener filter as 

preprocessing. The Wiener filter is often used in the 
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Figure 2. Flowchart for Hybrid CNN 

 
frequency response to restore images that have been 

distorted by noise signal and white noise degradation 

caused by the Mean Squared (MSE) optimum and 

second stationarity filter. The impact of noise 

dispersion is not considered during inverted filter 

operation.The primary function of this filtering is to 

simultaneously reduce salt and white additive white 

gaussian noise, including such Gaussian noise, 

smoothing the input picture at low variance and 

smooth it more even when it is at high variance.The 

Wiener filtering is employed using two strategies, 

namely the continuous - time filter and the spectral 

properties of the input signal as well as the 

disturbance in the input picture (figure 2). 

Given a corrupted input image I (u,v) transformed to 

Discrete Fourier Transform (DFT) to obtain 

I(x,y).Using the result of, the original picture 

spectrum is producedI(x,y) with the Wiener filter 

F(x,y). 

 
(1) 

One estimate for the Wiener filter is, 

 

(2

) 

 

H( ) denotes blurring filter and 

the energy spectra of the noise and 

the signal are indicated. The Wiener filter is used to 

clear the image and minimize distortions (filtering) 

(noise part). 

 

(3) 

 
Fig.3 demonstrates the Wiener filter's spectral 

properties ) denotes noise-to-signal ratio. 

) high frequency region is moderately huge 

as compared to ( )≫|H (x,y)|)and it has the 

effect of hiding the restoring 

 
Figure 3. Power Spectrum Characteristics of Wiener 

Filter 

 
filter's high frequency range. Wiener filter 

smoothens the input image so that the result is 

produced by multiplying each component by 

Ps( )  is shown in the below equation 

 

(4) 

indicates the inverse of the signal-to-noise ratio, 

and the correlation between the noise and the signal 

is quite high and the Wiener filter becomes 

 denoted as inverse filter. Using this 

example, suppose the weak signal is , 

 

The Wiener filter may be reduced to the following 

when there is no blur and additional white noise: 
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(5) 

 

is a measure of noise power. If the picture is 

distorted by noise, the Wiener filter's frequency 

components cannot be rebuilt. By using the inverse 

wavelet transform, the denoised data may be 

recovered using the variance and wavelet 

coefficients harmonic values. 

C. Feature Extraction  

The goal of this technique is to retrieve the known 

feature that includes certain image-related data. To 

remove the identified skin area, use Gray Level Co-

occurrence Matrix morphological operations. In 

order to simplify the process of the operation, 

precise information about the characteristics is 

provided by the skin area that has been excised. It is 

crucial to distinguish the texture of the image by 

estimating the pixel with particular values and 

stipulated geometric distribution of the image in 

order to obtain the quantitative measurements from 

this matrix. GLCM is a 2nd order way of measuring 

that measures the relationship between neighbouring 

pixels and considers the relationships predicated on 

the harvesting of a gray-scale image. 

The following formula (Albregtsen) is used to 

extract the following GLCM features: Cluster 

Prominence, Cluster Shade, Inertia, Sum Entropy, 

Difference Entropy, Homogeneity, Angular Second 

Moment (ASM), Local Homogeneity, Inverse 

Difference Moment (IDM), Contrast, Entropy, 

Correlation, Sum of Squares, Variance, and Sum 

Average. Therefore, processing time will be reduced 

by extracting these properties. Consider P to be the 

input textured image's normalised GLCM. Here are 

a few of the calculated equations for certain 

characteristics. 

                    

                    

                   

                   

 

 

(6) 

                 

                 
 

The smooth of the image region is measured by the 

Inverse Distance Moment, which is the opposite of 

Contrast. The weight are equivalent to the square 

root of the inverse of the difference in grey levels the 

inverse of the Contrast weights. 

It also goes by the name Uniformity and assesses 

how uniformly the picture area's texture is. When the 

region either has an existence value or even a 

recurring pattern of values, its value is at its peak. 

The Generalized Glowworm Swarm Optimization 

(MGSO) algorithm selects the retrieved attributes to 

categorise the facial expression. The procedure of 

feature selection picks a portion of the extracted 

image's physical features while preserving the 

structural nature of the original features. The suitable 

candidates subset among the difficult 2N candidate 

subsets is selected using feature selection approaches 

based on a variety of estimation function. In order to 

identify the face expression that is adjusted by global 

search to increase the classification accuracy, glow-

worm swarm optimization is used. GSO is a swarm - 

based programme that relies on glow worm 

behaviour. It is primarily chosen for the search of 

several optima, each with a distinct value for the 

optimization problem. A swarm must be able to split 

into several groups in order to achieve this goal; 

otherwise, just one global or local optimal will be 

attained. The behaviour of glowworms (to precisely 

locate the liver-affected area) is clearly characterised 

by their capacity to alter the strength of their 

luciferin emission, which causes them to seem to 

glow at various intensities. 

The individuals in the glow worm search agent 

contain a substance called luciferin that emits light, 

and each glow worm is drawn to the stronger glow 

of its nearby neighbours. When a glow worm is 

located inside its local decision domain, it recognises 

the other glow worm as a neighbour. The fitness of 

the present places is related to the luciferin intensity 

of the glow worms. The location of the glow worm 

in the search space is better the greater the luciferin 

intensity. Each glow worm's position will vary with 
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each iteration, and the amount of luciferin will also 

be updated. 

The distribution of glow worms, luciferin updates, 

motion, and choice are the four stages that make up 

every repetition. 

GSO implementation: In mGSO, every glow worm 

is distributed randomly at the start of the search 

space by adding dynamic tent map of chaotic n, a 

nonlinear phenomenon that improves periodicity and 

unpredictability and makes it easier for the glow 

worms to find the effective optimal value. 

 

(7

) 

Update of Luciferins - In this stage, the sensing 

range and amount of each Luciferin are updated 

equally. It is assessed using optimization problem 

and is described as 

 
(8

) 

Where  denotes luciferin decay constant and it 

range lies between ,  denotes the 

luciferin enhancement constant and denotes  

the objective function value at glow-worm i’s 

location at time t. When there are more than 10 

iterations, the locations of the 5% of glow worms 

with the lowest fitness are swapped out for the 

average position of all glow worms to speed up the 

search process and arrive at the best result. 

Movement step -The motion rule is used in mGSO 

to increase convergence time. The light worms 

constantly migrate in the direction of their neighbour 

j, who has a strong luciferin value that was produced 

via a probabilistic technique. The  represents 

the probability of glow-worms in movement phase 

which can be represented as  

 

(9) 

 represents the luciferin value of glow-worm 

and the movement of glow-worms ‘i’ can be 

evaluated as  

 

(10

) 

Where s  denotes step-size.  

Decision Phase - In this phase the best value is 

decided andluciferin rule is updated, with the 

neighbour changes which can be represented as  

 
(1

1) 

Where  denotes the local-decision domain 

of ‘i’ at the t+1 iteration, represents a fixed 

variable that affects how quickly the neighbour 

region changes , is referred to be a boundary 

which regulates the number of clusters. As a 

consequence of this feature extraction, the most 

pertinent and advantageous characteristics are 

chosen and sent to a hybrid technique of the 

Dolphins as well as GSO for classifying facial 

gestures.The following steps are taken in order to 

build this experimental model: 

 Create a keras sequentially linear stack 

architecture to make it easier to later add other 

neural network layers; 

 Convolution layer 1 should be created, with the 

dimension of each face picture being 57 by 47, 

the number of build filters being 16, and the size 

of each filter being 3 by 3, with the same 

parameter being included to guarantee that the 

convolution will be produced.  

 The max pooling 1 is created, the first 

complicated is carried out, and 16 5747 images 

are lowered to half, while the number remains 

unchanged. The fully connected layers image size 

remains constant, and ReLu is chosen as the 

learning algorithm of the component. As a result, 

16 images are generated after the first 

convolution layer. 

 Converting the original 16 images into 36 images 

requires creating two layers: a convolution layer 

2 with a filter frequency of 36; a pooling layer 2 

with a second downsampling that reduces the 

image of the pooled layer 1 by half more; and a 

layer with dropout. The benefit is that it will 

arbitrarily be included in each training iteration 

of the neural network. discard neurons in part to 

prevent overfitting 

 Create a hidden state, choose ReLu as the layer's 

input signal, and then add the Drop - outs layer to 

the models once again  

 Creating a flat level to transform the image of the 

pooling layer 2 to a one-dimensional vector. 
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 Create the convolutional layers and apply the 

activation function of softmax to transform and 

anticipate the probability 

 Establishing the output 

Auto update in database 

A database containing the person names in columns 

and the date in rows will be built in order to carry 

out this procedure. The attendance will be marked as 

present in the excel sheet or database once the image 

has been identified through the categorization 

procedure. The automated attendance system that 

may be performed with the help of this system saves 

time. 

 

5. Results & Discussion 

 
We experimented on highly difficult masked 

viewing to assess the suggested technique. The 

dataset' contents and variances, experiment results 

employing the quantification of features extracted 

gleaned through several pre-trained algorithms, and 

a comparison with other state-of-the-arts are all 

covered in the sections that follow. 

Dataset description 

The primary goal of the Real-World-Masked-Face-

Dataset is to enhance the effectiveness of the current 

face recognition algorithm on masked faces it during 

COVID-19 epidemic. It includes three different 

kinds of images: The Simulated Masked Face 

Recognition Dataset (SMFRD), the Real-World 

Masked Face Recognition Dataset (RMFRD), and 

also the Masked Face Detection Dataset (MFDD). In 

this study, we concentrate on the most recent 

datasets listed below. 

 One of the most comprehensive real-world 

masked face datasets is RMFRD. It has 5,000 

photos of 525 people with masks and 90,000 

photographs of 525 subjects without mask. The 

important facial portions have been cropped 

using a semi-automatic annotating approach. 

 The SMFRD includes 500,000 emulated mask 

faces of 10,000 participants drawn from the 

Labeled Faces in the Wild (LFW) and Webface 

datasets, two well-known datasets. Dlib library is 

used to perform the simulation. Although this 

dataset is comparable, it makes it more difficult 

because the generated coverings may not always 

be in the proper place. 

 
Figure 4.Sample Images from Dataset 
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Figure 5. Preprocessing Results (a). Input Image,   (b). Gray Conversion and (c). Median Filtering 

  

 
Figure 6. Feature Extraction Result 

 
Figure 7. Final optimal feature set 
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Figure 8. (1) Input Image,    (2). Gray Conversion, and (3). Median Filtering 

 
Figure 9. SURF Features 

 

 
Figure 10. Feature extraction and class 

                                   
 

Figure  11. (1)Input Image, (2). Gray Conversion, and (3). Median Filtering 

 
Figure 12. SURF Features 
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Figure 13. a. Feature extraction and class 

 

 
Figure 13.b. Update the result in database 
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Figure 14. Social distance 

 
Five different people images without mask at 

different illumination and angles were captured for 

feature extraction and training.  

The above process was common for both training 

and test set with and without masks. Figs (4-12) 

illustrates the list of features extracted, row 

represents the images, column represents the 

features and feature selection is implemented using 

hybrid dolphin glowworm swarm optimization 

algorithms.  

From figure 13. (a) the features for the test images 

will be extracted and the classes (that is the name of 

the person) will be determined. Then, the 

corresponding person attendance will be updated in 

the database as shown in the figure 13.b.Figure 14 

shows the process in the social distance detection. In 

this, the left column shows the highly crowded 

images and the right column less crowded images. 

The first row is the input image, second row 

represents the gray scale image, third row represents 

the binarized images and final row represents the 

social distance results. The accuracy, sensitivity, and 

specificity measurements are used to assess the 

performance of the hybrid algorithm, as well as the 

results are taken from the binary classification. The 

temperature readings are assessed using 

 

True Positive Rate  

True Negative Rate 

False Positive Rate  

False Negative Rate  

By using the method below, the specificity and the 

sensitivity are calculated. 

 

(12) 

 

(13) 

ROC analysis is utilized to assess facial image 

classification accuracy. The x and y axes in this 

ROC are shown as 

    (14) 

           (15) 

 

Table 1 shows the comparison evaluation of 

performance metrics such as accuracy, sensitivity 

and specificity for HYBRID-CNN and existing 

CNN and CNN-GSO. Because of high true positive 

rate the HYBRID-CNN attains efficient 

classification of facial recognition of accuracy 

95.84%, sensitivity 90.12% and specificity 96.12%. 
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Table 1 Comparison of Performance Metrics  

Performance 

metrics 

HYBRID-

CNN  

CNN-

GSO 
CNN 

Accuracy 96.74 95.12 88 

Sensitivity 95.12 94.1 88.4 

Specificity 95.78 94.2 88.1 

 

Figure 15. Performance Comparisons of Various 

Classifiers 

 
Figure 6 shows the graphical representation of 

comparison of accuracy, sensitivity and specificity 

for HYBRID-CNN and existing CNN CNN-GSO. 

From the graph it is clear that the proposed 

HYBRID-CNN shows better results when compared 

to other algorithms. 

Table 2 shows   evaluation of ROC performance for 

facial expression recognition by using HYBRID-

CNN and compared with CNN and CNN-GSO. The 

efficient   pre-processing, feature extraction and 

feature selection with optimization techniques shows 

best values of specificity of 95.12%. 

 
Table 2 Results of the ROC Mathematical Evaluation for 

All Classification models 

(1-spec) HYBRID-CNN  CNN-GSO CNN 

0.1 0.25 0.17 0.11 

0.2 0.31 0.21 0.15 

0.3 0.39 0.25 0.15 

0.4 0.48 0.33 0.22 

0.5 0.62 0.45 0.3 

0.6 0.73 0.57 0.31 

0.7 0.8 0.7 0.43 

0.8 0.96 0.78 0.6 

0.9 1.01 0.94 0.67 

 
The evaluation of ROC effectiveness for HYBRID-

CNN, current CNN, and CNN-GSO is shown in 

Figure 7. The chart makes it evident that HYBRID-

CNN outperforms other approaches in terms of 

effectiveness. 

 
Figure 16. compares the properties and performance of 

several classifications using ROC curves 

 
Table 3 compares CNN-GSO with CNN when 

evaluating processing speed. The planned system 

was completed in less time due to the shorter 

training period and effective pre-processing. Figure 

7 illustrates the comparative comparisons of 

processing performance between the proposed 

HYBRID-CNN and the current CNN-GSO and 

CNN. It is evident that the HYBRID-CNN classifies 

facial images from huge datasets in a shorter amount 

of time. The accuracy, recall, and F-measure 

evaluation results of the HYBRID-CNN are shown 

numerically in Table 4. The suggested HYBRID-

CNN obtained an accuracy, recall, and F-measure 

performance values of 96.1%, 97.14%, and 96.45% 

due to a low negatives rate and a significant positive 

prediction rate. The proposed HYBRID-CNN and 

the current CNN-GSO and CNN are compared in 

Fig along with their 

 
Table 3 Processing times for all classifications methods 

No of 

images 

HYBRID-

CNN  
CNN-GSO CNN 

10 8.012 10.745 16.417 

20 16.14 18.147 22.417 

30 21.524 24.254 28.154 

40 24.47 27.147 33.177 

50 29.147 32.2574 39.5412 
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Figure 17. Comparison of process times for different 

classifications  

 
Table 4 The empirical evaluations for all classifications' 

precision, recall, and F-measure 

Performanc

e metrics 

HYBRID-

CNN  CNN-GSO CNN 

Precision 95.47 90.12 88.25 

Recall 95.24 90.25 88.15 

F-measure 95.36 90.52 89.14 

 
F-measure performances. It demonstrates that when 

compared with current methods, the proposed 

Method achieves good accuracy, recall, and F-

measure results. Again, for proposed HYBRID-CNN 

and the current CNN-GSO and CNN classifications, 

the outcomes of the evaluation of performance 

parameters including sensitivity, specificity, 

accuracy, recall, F-Measure, accuracy, and 

processing time are shown in Tables 5, 6, and 7. To 

assess the suggested effectiveness, each parameter is 

examined using 100 total images from combination 

dataset for both Indian and JAFFE. The figure 17 

make it evident that the proposed Method achieves 

the greatest outcomes compared to other 

classifications already in use, thanks to appropriate 

feature identification, a quick training procedure, 

and optimal kernel parameter settings 

 

6. Conclusion and Future work 

 
By using deep and machine-learning learning 

algorithms, face detection is employed as a part of 
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Figure 18. Comparison of Precision, Recall, and F-

measure for Different Classification models  

 
the authentication mechanisms, which has been the 

focus of several academic investigations. On 

features without mask, those methods worked well, 

but poorly on those with masks. since the majority 

of the face characteristics were hidden by the masks. 

A better method is thus needed for face recognition 

both when using and without masks. Deep learning 

techniques were used in studies to identify faces 

using masks during the Covid-19 outbreak. 

However, those algorithms were developed on 

features with and without masks. As a result, in this 

case, face recognition is the sole use made of the 

clipped area for the faces. The features in this case 

were retrieved to use the texture characteristics, and 

this work uses the glow worm optimization 

algorithm's best-optimized features. The hybrid 

Dolphin glow worm optimization is applied with 

these features set to determine the neural network's 

ideal features and spreading value of the objective 

function. The spread functions and optimized feature 

set for the face recognition problem are used to train 

the regression neural network. The effectiveness of 

the proposed strategy will then be compared to well-

established techniques as CNN-GSO and CNN for 

facial recognition software with and without masks, 

looking at accuracy, sensitivity, and specificity. 
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Table 5: Outcomes of Mathematical Analysis of Different Parameters for Hybrid-CNN 

Dataset 

Images     

 

(%) 

 

(%) 

Accuracy 

(%) 

F-

measur

e (%) 

Precision 

(%) 

Recall 

(%) 

Processi

ng time 

(s) 

5+5 6 2 0 2 90.12 98.05 96.14 0.9130 95.05 88.12 27.87 

10+10 11 5 1 3 90.11 96.1 95.47 0.9130 94.98 88.09 28.14 

15+15 18 7 1 3 90.12 94.21 95.14 0.9247 95.12 88.1 29.04 

20+20 27 9 1 4 90.10 93.14 94.78 0.9400 94.97 88 29.21 

Total=100 62 2

3 

3 12 90.12 96.12 95.84 87.45 95.1 88.14 29.147 

 

 

 
Table 6: Outcomes of Mathematical Analysis of Different Parameters for CNN-GSO 

Dataset 

Images     

 

(%) 

 

(%) 

Accurac

y (%) 

F-

measur

e (%) 

Precisio

n (%) 

Recall 

(%) 

Process

ing 

time (s) 

5+5 3 4 0 3 91.04 86.06 94.52 88.12 94.89 86.45 32.01 

10+10 7 8 0 5 91.2 86.24 94.48 87.57 94.54 86.34 32.15 

15+15 12 10 1 7 91.1 86.32 94.42 87.45 94.32 86.21 32.22 

20+20 18 12 1 9 91.14 86.45 94.44 87.34 94.12 86.12 32.45 

Total=1

00 
40 34 2 24 91.1 86.4 94.45 87.45 94.35 86.32 32.25 

 

 
Table 7: Outcomes of Mathematical Analysis of Different Parameters for CNN 

Dataset 

Images     

 

(%) 

 

(%) 

Accuracy 

(%) 

F-

measur

e (%) 

Precisio

n (%) 

Recall 

(%) 

Processin

g time (s) 

5+5 1 4 1 4 82.43 84.45 84.14 76.4 80.54 78.24 38.54 

10+10 4 10 0 6 82.21 84.31 84.1 76.24 80.34 78.16 39.12 

15+15 9 13 0 8 82.11 84.15 83.87 76.1 80.28 78.1 39.54 

20+20 14 15 1 10 82 84.1 83.78 76 80.32 78.04 39.78 

Total=100 28 42 2 28 82.1 84.21 83.5 76.14 80.41 78.12 39.5412 
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