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Abstract: Data extensions in plant biology and drastically increasing data volume in 

this field impose the scientists analyzing data by means of smart computer systems. 

Since, manually analyzing huge amount of data is cumbersome and even impossible. A 

comparative study of proteins a wide scale, is the proteomics knowledge. Nowadays, 

the proteomics analysis is considered as one of the most important methods in genomics 

and of the gene expression studies. Large amounts of data are big challenges in plant 

biology. Biological communities either need to create data making compatible with the 

parallel computing and the data management associated with its infrastructures or are 

looking for novel analytical patterns to extract information from a large amount of data. 

Machine learning provides promising analytical and computational solutions for large, 

heterogeneous, non-structured datasets for large-scale data, especially for the 

proteomics data. In particular, a conceptual review and applicable methods of machine 

learning are described by predicting that how machine learning with massive data 

technology can be an interface to facilitate basic researches and biotechnology plant 

sciences. 

  
 

1. Introduction 
 
The term “proteome” is a combination of two words, 

“protein” and “genome” [1]. Indeed, these types of 

terms about Genome are confusing. However, an 

object includes a Genome; it is able to have various 

transcripts and proteomes which belong to tissues, 

formation phases and different conditions. 

Proteomics is a subject about data processing, 

analysing and mapping of all proteins which are 

expressed in a tissue or in a particular cell [2]. 

Although proteomics is a discriminative method, it is 

usually used for comparing protein profiles which are 

expressed in various conditions or tissues. In 

proteomics analyses, 4 major steps are carried out: 

• Performing a method for separating and 

purifying a small amount of proteins among 

other mixed cellular macromolecules [3]. 

• Performing a method for obtaining 

sequential information about each protein 

(such as sub-sequential protein, combined 

amino acid, peptide mass spectrum and etc.) 

[3]. 

• Accessing sequential proteins databases or 

DNA [3]. 

• Communication of DNA information and 

information related to sequence, structure, 

and mechanism of proteins [3]. 

The machine learning methods have been 

widely used for analysing data in numerous cases of 

Biology [4]. More specifically, it is used for 

comparing a sample of different methods of machine 

learning methods for data of physiological positions 

which Biomarkers are made by analysing methods of 

transcriptomics measurements and proteomics 
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provides a suitable method for this purpose by 

quantitative assessment of proteins. 

Proteomics supplies some of the advantages of 

data processing, which can be used in both biological 

cell less fluid, like serum, urine and synovial fluid. 

Depending on the purpose of the study, expressing a 

gene does not relate to protein level necessarily, 

nevertheless, the value of this technology depends on 

the quality of analysing methods used for produced 

data processing [5]. Metabolic can be utilized for 

classification of unknown samples and recognition of 

disease-related genes. There are similar methods 

existing about proteomics utilization fields and more 

specifically, analysing the produced data from a 

subsequent mass spectrum [6]. 

An effective mechanism of machines is shown 

by discoveries in large-scale data from aggregated 

data source, elements encyclopaedia projects 

(Encode DNA) and organism model encyclopaedia 

of DNA components in animals. Nevertheless, 

machine learning is not vastly used for analysing big 

data in plants [7]. Nowadays it is an appropriate time 

for botanical researchers to solve existing problems 

of plants by using big data technology in their initial 

research [8]. 

Despite encouraging the potential of machine 

learning, it is often misused or mistaken by biologists 

which is chiefly because of their insufficient 

knowledge of machine learning and case study of the 

complexity of biological systems. 

Hence, rudimentary objectives of this review 

try to introduce machine learning basic concepts and 

methods in biology and conceptualization of machine 

learning mechanism. Also, it will describe existing 

practical software for analysing proteomics data [9]. 

The further subject which will be reviewed in 

the paper is data mining in proteomics data [10]. Data 

mining is vastly used in various areas [11-13]. 

Currently, data mining allows analysing several 

challenges of companies and organizations. 

Recently, biological majors like genomics, 

proteomics, functional genomics and related research 

had an astonishing growth. Biological data mining is 

one of the most important fields of bioinformatics. 

The reasons for using data mining in biology are 

followed by: 

• Levelling, indexing and homogeneous 

analyses on several Nucleotides sequences 

• Discovering structure patterns and analysing 

Genetics Networks and proteins 

• Analysing representation genetics data tools 

 

2. Types of Machine Learning Algorithms 

Three major types of machine learning 

algorithms are as followed: 

 

2.1  Supervised learning  

Two types of variables are involved in this type 

of algorithms which undertakes the most significant 

role of machine learning (from quantity aspect of 

algorithms). The first type is called independent 

variables, there is one or there are some variables 

which are supposed to predict another variable based 

their values, for instance, customer age, education, 

income and marital status are independent variables 

to predict purchasing goods by a vendee. The second 

type of variables is dependent or target or output 

variables which are supposed to be predicted based 

on these algorithms. For this reason, there should be 

a function which receives inputs (independent 

variables) to produce the acceptable outputs 

(dependent or target variables). Discovering process 

of this function which is in fact, discovering 

relationship between dependent and independent 

variables, is called “Training Process”, which is 

applied on available data (data which both dependent 

and independent variables are clear for example 

earlier purchases of clients of a shop) and continues 

until reaching adequate accuracy. The samples of 

these algorithms are: Regression, decision trees, 

random forest, K nearest neighbour, logistics 

regression [14]. 

 

2.2  Unsupervised learning 

In this type of algorithm, there is no target and 

output algorithms are unknown. The best example 

which can be made for this type of algorithm, is 

clustering population, for instance, population can be 

divided automatically into similar and homogeneous 

groups by having their personal information and 

purchases. The Apriori and K-means are of this type 

[12]. 

2.3 Reinforcement learning 

The third type of algorithms which could be 

categorized as unsupervised algorithms, are called 

“Reinforcement Learning". In this type of algorithm 

a machine (in fact its controller program) is trained 

for deciding a unique decision and it does based on 

its current status ( a group of available variables), 

permitted reactions (forward and backward 

movements) which can be random in incipient levels 

and for each reaction or behaviour which is returned, 

system gives a feedback or score to machine and it 

perceives whether it decided well or not based on 

feedbacks and it will repeat the same action or try 

another behaviour in the next similar situations [12]. 

Due to the affiliation of current state and 

behavior on prior state and behaviors, Markov 

decision process can be one of the samples of this 

group of algorithms, the neural network algorithms 

can be as well. Purpose of “Reinforcement” in  
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Figure 1. Classic classification of machine learning algorithms 

naming these algorithms refers to feedback level 

which improves the mechanism of program and 

algorithm. A sample of classic classification of 

machine learning algorithms which are based on 

supervised and unsupervised and categorical and 

continuous variables can be seen below (Figure 1). 

3. Data Mining 

Nowadays as technology is advanced, 

especially information and communication 

technology, a large amount of data is generated by 

communication and information networks and 

utilizing these data is one of the necessities of 

businesses, even in small-scale [15]. Different 

business managers know that collecting information 

and data from customers and contacts of a company, 

is one of the vital factors for growing and developing 

their companies. 

However, this is merely half the path, if only 

data are collected and remain idle, the main objective 

of data collecting is not practically fulfilled. An 

important step which has to be taken after collecting 

information and data is extracting knowledge from 

data and making collected data more tangible, to 

deduce practical principles and outcomes. 

Collection of tools which can assist 

companies, institutions and even individuals, in order 

to reach practical and efficient concepts from volume 

of data and information, are being studied as Data 

Mining in a branch of computer science. In fact, data 

mining is collection of practical problems which are 

defined in knowledge extraction domain of 

accessible massive data volumes, also throughout 

time; methods for solutions are proposed by 

computer science, mathematics and statistics 

researchers. 

Should Google be able to guess a user’s 

occupation based on his prior activities with a high 

probability, undoubtedly it is going to show related 

links to that person’s expertise in higher ranks. As 

another example, existing recommender systems on 

different websites, take social networks and online 

shopping stores an instance, for example Amazon, it 

possesses one of the most powerful recommender 

systems, having bought a digital camera by 

customers, they usually order memory cards or 

tripods as well, this is a pattern that has been 

gradually discovered by Amazon recommender 

system, and it provides suggestions to users 

according to the patterns which are oriented with 

prerequisites of this pattern. The YouTube or 

Facebook social network recommender system has 

almost the same performance and follows the same 

mechanism [16]. All of these applications which we 

face with every day are done by analyzing the 

collected data in the past and they are successful 

samples of utilizing data mining in daily life. 

Certainly, these cases are merely examples which can 

be added easily to other examples. 

3.1 Applications of Data Mining 

Applications which exist for Data Mining is 

extensively vast and there is a possibility of 

introducing a limited number of them in this paper. 

For further examples, the applications of data mining 

can be mentioned like below [17]:  

 

• Management systems, like customer 

relationship management or CRM 

• Security software, like network 

monitoring software and anti-viruses 

• Banking systems, credit allocation to 

customers and their classification 
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• Economical, like price predicting of one or 

several stocks or indexes 

• Planning and locating, like inner 

arrangement of malls or urban facility 

allocations 

• Medical science, like predicting the 

probability of risks of a special surgery 

operation  

• Social and political science, like predicting 

or analysing the election results 

 

Various issues and applications which 

eventually lead to data mining are categorized in 

some major groups. Furthermore, besides declaring 

and introducing these groups, their applications have 

been explained by several examples. 

 

Classification: One of the most important 

capabilities which humans learn and also the most 

significant part of human knowledge which exactly 

refers to it. A huge part of human knowledge (both 

generally and academically) can be modelled as 

classification. For example, a doctor classifies a 

patient and puts him into one of the classes and sorts 

which he has met before, after examining by 

observing some conditions and doing some 

measurements,; like “Healthy people group”, “Group 

of people who caught cold” or “Group of people 

exposed to seasonal allergy”. Then the doctor writes 

a prescription related to the class according to his 

knowledge with some considerations [18]. The data 

classification method is shown in figure 2. 
 

 

Figure 2. A view of classification 

 

This process can be implemented and 

simulated by using machine learning methods and 

special supervised learning methods. For example, if 

a recommender system in an online shopping store 

recommends a user buying a novel, one of the 

possible methods is classifying customers into 

groups and recommending a special suggestion for 

each class. It means that if Amazon suggests you to 

buy a book, from recommender system’s view, you 

are classified as novel reader people. 

 

Clustering: It is another type of problems 

which have a close connection with classification. In 

these issues and applications, no one has solved the 

problem before and supervisor is unidentified. For 

example, in different psychological theories, people 

are divided by different types of personality traits but 

definitely none of them are neither wrong nor right; 

they are merely a solution for analysing an analysis. 

If a computer has to appear in a psychologist’s role, 

People can be clustered into 5 clusters by a clustering 

algorithm and by having personality information of 

several people which are acquired by some 

examinations. People in a cluster are more similar to 

each other and at the same time, among two clusters, 

there is the least similarity (maximum possible 

difference) [19]. To perform this operation, which is 

a kind of unsupervised learning, several algorithms 

have been proposed, such as k-means [19]. 

 

Regression: Another family of issues in which, 

unlike clustering and classification issues, the goal 

of solving problems is reaching a mathematical 

equation to describe a phenomenon. For example, 

the relationship between the time of visiting a site, 

location, age, used email service, and the amount of 

order of a user. As another example, the prediction 

of time series can be referred which can be solved as 

a special case of regression [20]. 
 

3.2 Data mining software and tools 

Due to the significance of data mining in the 

world of large and professional businesses, several 

tools and software for this purpose have been 

designed and developed. Some of these tools are free 

and open source, and others are provided as 

commercial software packages. Amongst them, a 

number of things that are mostly used are as follows: 

 

R: Programming language and software 

package R is one of the most important and effective 

tools in the fields of statistical deduction and 

analysis and doing a variety of calculations. The 

programming language R has a lot of possibilities for 
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performing data mining operations and 

implementing algorithms related to data mining. 

This package is completely free and open source 

[21]. 

 

Another important and applicable data mining 

tool is Microsoft Excel. Performing data mining 

operations can be provided by default or sometimes 

adding some commercial extensions in Microsoft 

Excel [22]. 

 

RapidMiner: The RapidMiner software is 

specialized data mining software that has provided 

performing various data mining operations, machine 

learning, text processing, forecasting, and financial 

analysis tools. Older versions of this software have 

been published open-source, but the new versions 

have been commercially available [23]. 

 

Weka: The Weka package is also open source 

software implemented in Java, and a team based at 

the University of New Zealand Waikato is 

responsible for the development and maintenance of 

this software package. This software package has 

been implemented exclusively for machine learning 

operations, which of course, has many applications 

in the field of data mining. This package has been 

distributed free and open source [24].  

 

MATLAB: MATLAB software and 

application programming language (MATLAB), as 

a very popular application, has many features for a 

variety of majors, including statistical analysis, 

machine learning, fuzzy systems, artificial neural 

networks, Modelling, Optimization and Prediction, 

all of which have vast applications in data mining. 

Along with the capabilities of the MATLAB, the 

new MATLAB programming language can also be 

implemented with new algorithms. The MATLAB 

main core is distributed commercially. However, 

some libraries and free toolboxes can also be used 

for data mining operations by various research and 

academic groups [25]. 

 

IBM SPSS: The IBM SPSS package for 

statistical analysis (IBM SPSS Statistics), and data 

mining and modelling (IBM SPSS Modeller) 

provides a powerful set of tools for various data 

mining operations. These software applications are 

commercially available [26]. 

In general, to understand machine learning 

applications in proteomics data and its processing, 

Figure 1 provides a review of these steps. It comes 

to view that first step is about feeding input in mass 

spectrometry which needs the most appropriate 

samples. Mass spectrometry identifies each protein 

and also quantification is used for measuring 

proteins. 

Second step tries to analyse data and process 

it to the next step for doing quantification on each 

protein. The most important part which is more 

related to the present research is machine learning 

part. Machine learning methods are used for data 

analysing, classification and clustering purposes. 

After applying machine learning methods on data in 

that process, it is necessary to do post machine 

learning analyses. This step is done because the 

proteins should be identified eventually. 
 

4. Databases and Tools 

4.1 Plant proteomics 

Genomic approaches are completed by 

studying proteins, they extract interactions among 

proteins. Having done these extractions, applications 

of mass spectrometry are needed. Mass spectrometry 

has caused many developments over the past decade. 

It does some operations on proteins such as: 

Identification, detection and analysis which needs 

proteomics data and tools. 
 

Table 1. Available databases for plant proteomics 

Name Web Address University 

PRIDE 

[27] 

http://www.ebi.ac.uk/

pride/archive/  

The European 

Bioinformatics 

Institute, 

(Cambridge, 

UK) 

PeptideAt

las [28] 

http://www.peptideat

las.org/  

The 

Institute for 

Systems Biology 

(Seattle, USA) 

The 

Global 

Proteome 

Machine 

and 

Database 

[29] 

http://www.thegpm.o

rg/  

The Global 

Proteome 

Machine 

Organization (Us) 

MassIVE 

[30] 

http://massive.ucsd.e

du/ 

The Center for 

Computational 

Mass 

Spectrometry 

(University of 

California, San 

Diego) 

 

Recently, the mass spectrometry is faced with a big 

challenge that is a large volume of data. Some 

methods have been proposed for feature extraction 

on data and also big data approaches are utilized for 

plant mass spectrometry analysis. In the following 

http://www.ebi.ac.uk/pride/archive/
http://www.ebi.ac.uk/pride/archive/
http://www.peptideatlas.org/
http://www.peptideatlas.org/
http://www.thegpm.org/
http://www.thegpm.org/
http://massive.ucsd.edu/
http://massive.ucsd.edu/
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there are some databases related to plant proteomics 

which have been described in Table 1. 

Table 2 shows some tools which are used in plant 

proteomics. 
 

Table 2: Available tools for plant proteomics 

Name Web Address University 

The Plant 

Proteomics 

Database 

(PPDB) 

[31] 

http://ppdb.tc.cornell.ed

u/ 

Cornell 

University 

1001 

Proteomes 

[32] 

http://1001proteomes

.masc-

proteomics.org/  

INRA, France 

Pep2pro 

Database 

[33] 

http://fgcz-

pep2pro.uzh.ch/  

ETH Zurich 

 

 

4.2 Plants Genomic analysis 

In order to understand the functions and the 

structures of plant genomes, a large scale of datasets 

are gathered and some tools have been provided for 

feature extraction and for doing some analyses on 

these data sets. These datasets and tools are indicated 

in Table 3 and Table 4 respectively. 
 

Table 3. Available databases for plant genomic 

Name Web Address University 

the National 

Centre for 

Biotechnolo

gy 

Information 

(NCBI) [34] 

http://www.ncbi.nlm.

nih.gov  

National Center 

for 

Biotechnology 

Information, 

U.S. 

EMBL-EBI 

[35] 

http://www.ebi.ac.uk  the University 

of Cambridge 

the DNA 

Databank of 

Japan 

(DDBJ) [36] 

http://www.ddbj.nig.

ac.jp 

Research 

Organization of 

Information and 

Systems 

National 

Institute of 

Genetics 

DNA Data Bank 

of Japan 

(DDBJ) 

TAIR [37] https://www.arabidop

sis.org/  

The Ohio State 

University 

MaizeGDB 

[38] 

http://www.maizegdb

.org/ 

Iowa State 

University 

 

 

 

Table 4. Available tools for plant genomic 

Name Web Address University 

SOL 

Genomics 

Network 

(SOL-GN) 

[39] 

http://solgenomics.net/  Boyce 

Thompson 

Institute for 

Plant 

Research, USA 

Gramene 

[40] 

http://www.gramene.org/  Oregon State 

University 

GreenPhyl

DB [41] 

http://www.greenphyl.or

g/cgi-bin/index.cgi  

Generation 

Challenge 

Programme 

Phytozom

e [42] 

http://phytozome.jgi.doe.

gov/pz/portal.html  

University of 

California 

PLAZA 

[43] 

http://plaza.psb.ugent.be/  Ghent 

University 

 

 

5. Discussion 

Several methods have been proposed to 

highlight significant peptides/Mass spectrometry 

peaks. Figure .3 shows an overview of the topics 

covered in this review, including the general work 

flow required and the major considerations that are 

necessary before beginning an investigation 
 

 

Figure 3. Machine learning applications in 

proteomics data and its processing 

combining mass spectrometry and machine learning. 
A survey of articles involving the combination of 

http://ppdb.tc.cornell.edu/
http://ppdb.tc.cornell.edu/
http://1001proteomes.masc-proteomics.org/
http://1001proteomes.masc-proteomics.org/
http://1001proteomes.masc-proteomics.org/
http://fgcz-pep2pro.uzh.ch/
http://fgcz-pep2pro.uzh.ch/
http://www.ncbi.nlm.nih.gov/
http://www.ncbi.nlm.nih.gov/
http://www.ebi.ac.uk/
http://www.ddbj.nig.ac.jp/
http://www.ddbj.nig.ac.jp/
https://www.arabidopsis.org/
https://www.arabidopsis.org/
http://www.maizegdb.org/
http://www.maizegdb.org/
http://solgenomics.net/
http://www.gramene.org/
http://www.greenphyl.org/cgi-bin/index.cgi
http://www.greenphyl.org/cgi-bin/index.cgi
http://phytozome.jgi.doe.gov/pz/portal.html
http://phytozome.jgi.doe.gov/pz/portal.html
http://plaza.psb.ugent.be/
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mass spectrometry and machine learning will be 

followed by a brief discussion of post-machine 

learning analysis, including literature mining and 

pathway analysis. Machine learning methods have 

been applied to quantify all proteins; they are used 

for protein identification too. In the following, some 

methods are described to discern the problems. 

In [44] the authors focused on feature 

selection methods and classification in proteomics 

data. They used support machine vector (SVM) and 

K-Nearest Neighbor (KNN) as a classifier. Their 

proposed method has more stable feature than REF. 

They have a name for the proposed method, 

RELIEF, which is combined with SVM and KNN 

separately. RELIEF is used for feature extraction 

while SVM and KNN are used for classification. 

Table 5 shows average sensitivity, accuracy and 

specificity of SVM with REF and RELIEF. In [45] a 

classifier is proposed that is composed of a group of 

logistic regression to classified cancer samples. 

Their proposed method has three step-protocols 

which analyzes mass spectrometry data. The 

proposed algorithm was applied on a prostate cancer 

dataset. Authors in [46] used wavelet transforms 

application in smoothing, peak detection and quality 

control of mass spectrometry data processing. 
 

Table 5. Average sensitivity, accuracy and specificity of 

SVM with REF and RELIEF [44] 

Method 

Name 

sensitivity accuracy specificity 

RELIEF+ 

SVM 

0.85 0.95 0.90 

RFE+SVM 0.93 0.97 0.95 

RELIEF 

union 

RFE+SVM 

0.93 1.0 0.96 

 

They also proposed a new discrete wavelet 

transform (DWT) which is suitable for smoothing. 

In [47] tried to handle the amount of 

computational effort which is spent on the protein 

identification. They share their experience in 

handling of large scale of mass spectrometry data 

and endeavor to use collateral multi-processing 

architecture.  

Facing with small datasets and based on their 

high dimensionality of features, the most important 

challenge in mass spectrometry is data analyzing. 

The author in [48] proposed a method that applied a 

Distance Metric Learning for classifying proteomics 

data. They also used manifold learning for feature 

reduction. 

Another classifier for mass spectrometry data 

has been proposed by Pascal et.al in [49] for early 

detection. They used inversion classification which 

includes an inversion problem with a combined 

Bayesian method. It is a hierarchical model and 

presents suitable results. 

6. Conclusion 

The most interesting and exciting part of this 

paper is this part which is about future of big data 

and machine learning in plant science. As is 

understandable, plant science grows so rapidly and 

there are some technologies like “Omics” 

technologies which have a great potential of 

discoveries in plant science. Future genomics 

projects will be included in big data in plant science 

and according to what we have learnt; machine 

learning has been successfully applied to human 

biology like disease detection. We also can use it in 

plant science which means proteomics data that is 

used is so less. Another future work I have been 

studying is about spot detection in proteins. Plant 

specialists spend a great amount of time on checking 

and detecting the spots which have been extracted 

and identified by a “Pd-quest” software, this work 

requires a lot of time and it wastes a lot of time also 

it has low accuracy. So machine learning especially 

deep learning can be used to discover a way to make 

this software more accurate so it can detect spots 

accurately without help of a specialist in other 

words, it means the software can be a specialist..  
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