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Abstract:  
 

The objective of image restoration work, or image processes, is to return an observed 

image Y, that has been corrupted with noise, to its original form. In other words, given 

an image that consists of noise and blurred content, we aim to find the original image. 

The non-blind image restoration, in particular, focuses on the recovery of a case of 

unknown images with application of an assumed known blur. Wiener filter is a very 

popular image restoration tool. It can be thought of as the optimal sift in the rooted space 

of the blurred image to produce the least number of artifacts due to wider blur. However, 

one disadvantage is the need-to-know anticorrelations of the blur, the anti-blurred image 

and the noise. This paper contains the implementation of such non-blind image 

restoration where Wiener parametric filtering is used with BM3D. In this stage, the 

parametric Wiener filter is first used to deconvolve the image in the frequency domain, 

and then the BM3D technique is employed. The performance of the developed algorithms 

gives quite interesting and quite optimistic results. 

 

1. Introduction 
 

Non-blind image reconstruction uses the knowledge 

of the image that has been obtained before, to undo 

the damage caused to the image. Lately image 

reconstruction has become more popular due to the 

fact that images are almost always noisy and require 

rectification [1]. The main goal of restoration is to 

eliminate the distortion and produce an image with 

structural similarity to the original. In the literature 

several approaches are proposed such as Wiener 

filtering which by far is one of the popular image 

restoration techniques. Image restoration techniques 

based on Wiener filter restoration [2] use knowledge 

about the degradation process, the image that is 

degraded, and statistical information about the noise. 

The problem posed here relates to how to restore the 

degraded images whose noise information is not 

available. The method follows two clear steps: first 

is deconvolution in the Fourie domain using 

parametric Wiener filtering, and the last step is 

BM3D technique, which is a denoising process. The 

results of the experiments are quite encouraging and 

demonstrate the promising nature of the method 

proposed. 

 

2. Material and Methods 

 
2.1 Mathematical formulation of Image 

degradation  

While attempting to acquire an image, it usually gets 

scrambled by noise that degrades the quality of the 

visual. In the processing of digital images, such 

artificial fogging through blurring and particulate 

noise can be synthesised as; 

 

           𝑠(𝑥, 𝑦) = ℎ(𝑥, 𝑦) × 𝑓(𝑥, 𝑦) + 𝜂(𝑥, 𝑦)             (1) 

 

& is supposed to be the force of the image through 

transmission that forms distinct quality and contrast 

from its source. Hence equates to the summation 

contrast of its structure with scattered particles 
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generating visual non consistency. It is, therefore, 

appropriate to assume convolving in spatial 

coordinates is multiplicative in its frequency highly. 

Consequently, the rest of the equations transform 

into: 

 

             𝐺(𝑢, 𝑣) = 𝐻(𝑢, 𝑣)𝐹(𝑢, 𝑣)𝑁(𝑢, 𝑣)             (2) 
 

Still in these equations, there exists capital terms 

which in this case stand for the Fourier transforms of 

terms in lower subtitles. The image altering process 

is classified through the lens equations. H(u,v) 

transforms the structure via the Optical use analytic 

functions H(u,v). Also known as optical focused 

transfer imaging determination (OTFID). Lastly, 

h(x,y) is known as: PSA (point spread absorption) 

that quantitatively analyses the blurring a picture 

undergoes by lighting whose rays spread across 

machinery with the systems. To be put into proper 

context without going off tangent too much. Figure 

1 is image degradation model and figure 2 is steps 

for restoration process. 

 

Estimating the 

degradation function 

h(x,y)

Speckle Noise 

n(x,y)

Ultrasound image 

f(x,y)

Degraded 
image g(x,y)

Figure 1. Image degradation model 

 

2.2 Wiener filtering and parametric wiener 

filtering 

The Wiener filtering method is one of the image 

restoration techniques that attempts to derive a 

preferred signal through the application of linear 

time-invariant filtering to a signal that has been 

contaminated with noise. Consequently, this filter 

tries to minimize the mean square error between the 

required response and the output response of the 

filter: 

                             𝑠𝑒2 = 𝐸{(𝑓 − 𝑓)2}                           (3) 
 

 E[⋅] is an expectation operator, and the symbol f is 

the original image. As any other filters, Wiener 

filters are most often used in the frequency domain. 

For a degenerated image s(x,y) its frequency 

representation S(u,v) in the Fourier domain is found 

with the aid of Discrete Fourier Transform DFT. The 

S(u,v) is obtained by multiplying the Wiener filter 

TFW(u,v)). The image estimate can then be obtained 

by applying the inverse DFT to the spectrum of the 

image. Mathematically, the transfer function of the 

Wiener filter is: 

 

              𝑇𝐹𝑤(𝑢, 𝑣) =
𝐻∗(𝑢,𝑣)𝛿𝑓(𝑢,𝑣)

|𝐻(𝑢,𝑣)|2𝛿𝑓(𝑢,𝑣)+𝛿𝜂(𝑢,𝑣)
                 (4) 

 

Where the symbols H(u,v) is the blur function and 

η(u,v)is speckle of noise. 

Through the division of δf, the Wiener Filter can then 

be simplified into a simple form, or: 

 

                               𝑇𝐹𝑊 =
𝐻∗(𝑢,𝑣)

|𝐻(𝑢,𝑣|2+
𝛿𝜂(𝑢,𝑣)

𝛿𝑓(𝑢,𝑣)

                   (5) 

 

These limits allow for optimal coupling between 

inputs and outputs as capacitance values are 

multiplied by a k constant. 

This reciprocal is useful when the ratio is not too 

much to ask, it is presumably exact in these cases: 

 

                                   K=
𝜂𝐴

𝑓𝐴
                                   (6) 

 

This constant image simply represents a noise level 

or 1 over SNR assuming SNR is the average of beam 

region power, basic concept only. Intended to 

visualize noise amplification by changing the noise 

power spectra model from constant to 1 over range 

in frequency response. For 1/C1, noise 

characteristics need to include 3K constants that 

must all remain one distance from the equation of 

sin. White noise forces the total out and I shield 

down the key response into one part closer to 3. 

Frame operations: image present so sorry context to 

zoom into centre to edges, the non-span across peak 

objects, frames so out of frequency basic cascade 

around image. K2 constant repeat dissemination 

universal images but distortion areas outside 

memory values are only limited to one constant at a 

time. 

Deconvolution in the domain of Fourier transforms 

is carried out using a parametric Wiener filter which 

assists in remediating the effects caused by the point 

spread function (PSF) in part and in also in 

diminishing degradation. This deconvolution 

process is represented by the equation:  

 

           ℎ(𝑥, 𝑦)−1 ∗ 𝑠(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) + 𝜂1(𝑥, 𝑦)           (7) 
 

Where:           𝜂1(𝑥, 𝑦) = ℎ(𝑥, 𝑦)−1 ∗ 𝜂1(𝑥,𝑦)                  (8)    

  
This process culminates in further image 

enhancement attained through noise reduction using 

the BM3D technique. 

 

2.3 Denoising using BM3D scheme 

BM3D is a recent technique of modelling images 

and is nonlocal in the sense that an image is assumed 
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to have a sparse representation in the transform 

domain. The algorithm known as BM3D consists of 

two basic stage. The first stage is the one where a 

hard threshold puts a limit on an estimated noise free 

 

Ultrasound 

image f(x,y)

Deconvolution 

in the Fourier 

domain

Smoothing 

using BM3D 

Technique

Restored 

image

Degraded 

image g(x,y)

Degradation 

function 

h(x,y)

Degradation process

Restoration process

Noise 

n(x,y)

Figure 2. Steps for Restoration Process 

 

image formed after collaborative filtering to be 

denoted as the noise free image which incorporates 

three sub steps that follow.  

1. Looking for patches. Patch grouping: considerable 

portions of a picture are located and clustered to 

produce a 3-dimensional block. 

2. Transforming into three dimensions: A coherent 

block is created followed by the transformation 

of the-both a linear Wavelet Transform and 

shrinkage of the determined coefficients. 

3. Synchronous Patch filtering: 2D, 3D Curtis A 3D 

block is later worked on by means all 2-

dimensional patches simultaneously. 

The second major step is analogous to the first with 

two key differences [3]:  

1.  The original patches are not used; instead, the cut 

patches are.  

2.  New 3D group now undergoes Wiener filtering 

as opposed to only applying threshold. Figure 3 

summarizes the algorithm. 

 

2.4 The nonlinear thresholding choice 

In the literature, several approaches for threshold 

computation have been put forth. Some of the most 

notable thresholds include: 1. VisuShrink Method: 

Considered as a novel method by Donoho and 

Johnstone, this approach suggests a constant 

threshold which is a product of the estimate of noise 

energy [4]. It is assumed that Gaussian white noise 

is superimposed on the signal. The threshold is given 

by 

                                𝑇 = 𝜎𝑛√2𝑙𝑜𝑔𝑀                                   (9) 

 

Where M is the size of the image the noise variance 

Bayes shrink Method: As this method comes from a 

Bayesian framework for images, it produces 

particular thresholds for each sub-band [5]. 

 

 Speckle noise image

R1

R2

Block wise Estimate

Inverse wavelet 3D transform

Wavelet 3D transform

Hard thresholding

Ultrasound image

Block-wise Estimate

Wiener filter

Inverse wavelet 3D transform

Wavelet 3D transform

R1

R2

 
Figure 3. The BM3D algorithm. 

 

The threshold for each sub-band is given by the 

following formula: 

 

                                𝑇𝐵 =
�̂�𝑛

2

�̂�𝑥
                                         (10) 

 

where: �̂�𝑛
2
 is the estimated noise variance, and �̂�𝑥 is 

the estimated standard deviation of the signal. 

Let's also look at equations that provide the estimate 

�̂�𝑥 of the signal variance, m and details of the APE 

method and Normal Shrink approach.  

The estimation of �̂�𝑥as follows, wherein adresi is 

defined as the estimated variance of the residual 

signal as described by eq.  

 

                �̂�𝑥 = √max (�̂�𝑦
2 − �̂�𝑦

2, 0)                          (11) 

 

                     �̂�𝑦
2 =

1

𝑀2
∑ 𝑌𝑖𝑗

2𝑀
𝑖.𝑗=1                             (12)   

The standard deviation of the estimators pertaining 

to residuals is computed as follows, constants in 

traversals − 1 for a multi-dimensional matrix M, 

reproducing a one-dimensional vector.  

The residual signal noise in random measurements 

of the same wavelet function can be expressed using 

the APE method. The method has a switching 

mechanism where it determines which one to use 

amongst the hyper-parameter per the wavlet used.  

This implies that the noise will follow GGD. These 

parameters have a spatial structure that is dependent 

on scale and sub-bands, with the following equations 

defining them.  

 

                              𝑇𝑁 =
𝛽�̂�𝑛

2

�̂�
                                   (13) 
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For instance, we can characterize the normal shrink 

as normal noise with GGD and estimate 

approximately the signal. Assuming we also have a 

scaling parameter, β, this would depend on the sub-

band scales and hence we can assume that Marcus 

has developed a model that includes spatial 

dependence on scales. 

 

                              𝛽 = √log (
𝐿𝑘

𝐽
)                            (14) 

 

The constraint also implies that the effective 

visibility size of clusters depends on decomposition 

and holds constant. Thus to measure this we have the 

following Lk defined as split notation. 

To understand the minimization of this kind of noise, 

we utilized our approach on corrupted images that 

contained Gaussian noise with zero mean and 

various variance values. 

 

         𝑇𝑜𝑝𝑡𝑖𝑚𝑎𝑙 =
𝑇

𝑃𝑆𝑁𝑅
= 𝑓(𝜎) = 𝑃𝑆𝑁𝑅𝑚𝑎𝑥                (15) 

 

According to the graph , there is a curve in which 

doing this brings are results and that's how we 

identify the best cutoff: 

 

 
Figure 4. The optimal threshold adapted for Gaussian 

noise after interpolation. 

 
Figure 5. Variation of PSNR for different thresholds 

depending on the variance of the noise (Gaussian noise) 

 

If 𝜎 < 50,the visusrhink threshold gives the 

maximum PSNR,so Toptimal=Tvisurshink 

If 𝜎 > 50,the normalsrhink threshold gives the 

maximum PSNR,so Toptimal=Tnormalshink 

Where Toptimal is the cutoff that is optimal 

 

3. Results and Discussions 
 

A thorough examination of the merits and 

degradation in resolution caused by the proposed 

method was then evaluated using both our new 

technique and other well-known ones. Davies C, 

Hasan Y and Peters A performed these tasks with 

competitively low, quality images that were already 

Gaussian blurred. The second stage then saw these 

blurred images have random Gaussian noise added 

to them. From then, three procedures were used to 

reverse the noise made on the images. There was the 

classical techniques of Wiener filtering, wavelet 

domain deconvolution techniques and also the 

current work. Figure 4 is the optimal threshold 

adapted for Gaussian noise after interpolation. 

Figure 5 is variation of PSNR for different 

thresholds depending on the variance of the noise 

(Gaussian noise). Figure 6 (a) is original image, (b) 

is degraded image, (c) is wiener filter and (d) 

proposed method edge. 

A set of evaluation metrics were formulated in order 

to enable a comparison of the effectiveness of the 

filtering methods. The first of these is the Peak 

Signal to Noise Ratio, or PSNR for short, which is 

mathematically defined by the following equation: 

 

                        𝑃𝑆𝑁𝑅 = 10log (
𝑑2

𝑀𝑆𝐸
)                     (16) 

 

where MSE (Mean Squared Error) can be computed 

as: 

 

   𝑀𝑆𝐸 =
1

𝑀𝑁
∑ ∑ ([𝑓(𝑥, 𝑦) − 𝑟(𝑥, 𝑦)]2)𝑁−1

𝑗=0
𝑀−1
𝑖=0         (17) 

 

The second metric of evaluation is the Normalized 

Cross Correlation, while the third one is the 

Structural Similarity Index, also referred to as SSIM 

in its abbreviated form and is given by the following 

equation: 

 

           𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦+𝑐1)(2𝜎𝑥𝑦+𝑐2)

(𝜇𝑥
2+𝜇𝑦

2+𝑐1)(𝜎𝑥
2+𝜎𝑦

2+𝑐2)
                 (18) 

 

For the above formulas’ variables:  

• μx and μy represent average quantities of x and y 

respectively, 

• The quantities σ2(x) and σ2(y) relate to the average 

values x and y respectively,  

• The variables σ(xy) and covariance represent 

where the two variables interact or meet together, 

• c1=(k1,L)2and c2=(k2,L)2are both dependent on 

multiplication and highly respective to L volume 

control. The last measure that was also included is 

Edge Detection, whereby Canny edge detection was 
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employed on the restored images at the termination 

of one-tenth. Experimental results ascertain that the 

proposed technique is superior in terms of PSNR, 

cross correlation and SSIM in the most cases, which 

is proven by visual inspection. In order to support 

these conclusions, we volunteered to trace contours 

in different images using a simple derivative 

operator. This will test the skill of methods to 

preserve the transitions. Mid indeed the propositions 

show the proposed technique surpassed the others in 

contour preservation. C. Comparison with the state-

of-the-art methods In order to demonstrate the 

efficacy of the proposed algorithm on image 

restoration problem as described before, we put 

some art of the state-of-the-art methods to compare 

it with. The proposed method is compared to the 

total variation model (TV) [6,7], the Non-Local 

Total Variation model (NLTV) [8] and the Split 

Bregman based Multivariable minimization model 

(SBMM) [9]. In this case, images are blurred with 

Gaussian blur kernel (GBK) of size 21 and variance 

of 2 followed by adding zero mean Gaussian noise 

with a blurred signal to noise ratio of 20 dB. The 

results are presented in table 1 and table 2. 

 

4. Conclusions 

 
As stated previously, during the development of this 

document the authors have set themselves the goal 

of attaining the “analyst staff centre view.” During 

the fulfilment of this task it became apparent that 

straitening one angle of the riddle often leads to new 

conclusions, so emphasis was put on obtaining the 

strongest relationships within the analyst center. 
 

Table 1. Simulation results (synthetic images) 

Method Parameter Synthetic1 Synthetic2 

Wiener 

method 

PSNR 22.60 16.93 

SSIM 0.78 0.63 

Corr 0.98 0.97 

Wavelet 

method 

PSNR 23.63 17.30 

SSIM 0.86 0.64 

Corr 0.89 0.98 

Proposed 

method 

PSNR 24.18 19.98 

SSIM 0.89 0.69 

Corr 0.98 0.98 

 
Table 2. Simulation results (real images) 

Method Parameter Synthetic1 Synthetic2 

Wiener 

method 

PSNR 22.60 16.93 

SSIM 0.78 0.63 

Corr 0.98 0.97 

Wavelet 

method 

PSNR 23.63 17.30 

SSIM 0.86 0.64 

Corr 0.89 0.98 

Proposed 

method 

PSNR 24.18 19.98 

SSIM 0.89 0.69 

Corr 0.98 0.98 

 
Figure 6. (a) original image, (b)degraded image, (c) 

wiener filter, (d) proposed method edge 

 

In this case the strongest ties played the strongest 

role within a technical network meaning that as a 

clear leader drove towards the most practical 

workers which served to unify all. Analysing a 

network approach facilitated for the presentation of 

succession illustrated that analyst equipment is 

structured around the needs of the seekers with the 

further extension of such networks among those 

towards whom the planners and connectors express 

interest within their already developed operational 

visions. Image processing is an important method 

and used in different applications [10-15]. 
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