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Abstract:  
 

Down Syndrome (DS) is the genetical disorder which can be screened by the ultrasound 

fetus images. This research work proposes an automated ultrasound fetus image 

classification system using DL algorithm. This proposed system receives the source 

ultrasound fetus image and the spatial domain pixels in this image have been converted 

into multi modal domain pixels using Gabor wavelet. Further, Local Binary Pattern (LBP) 

has been computed from the multi domain image and these values have been fed into the 

proposed DL architecture to classify the source fetus image into either normal fetus or 

abnormal fetus. The morphological algorithm have been used on the abnormal fetus 

images in order to locate the Nasal Bone (NB) and this proposed DS detection method 

has been tested on two independent fetus ultrasound datasets Mendeley and Fetal 

Medicine Foundation (FMF). The proposed NT region segmentation system attains 

98.44% NBSe, 98.63% NBSp and 98.62% NBAcc, for the set of 10 fetus images from 

the Mendeley dataset in this work. The proposed NB region segmentation system attains 

98.67% NBSe, 98.66% NBSp and 98.66% NBAcc, for the set of 10 fetus images from 

the FMF dataset in this work. 

 

1. Introduction 
 

The growth delays in fetus of the human causes the 

genetic disorder which is known as Down Syndrome 

(DS) or Trisomy 21. The intellectual disability due 

to chromosome disorder is the main reason for 

occuring DS. If the DS is screened at an earlier stage 

in the pregnancy period of 11-14 weeks, the fetus 

can be aborted in order to prevent the DS affected 

birth. Hence, the earlier detection and screening of 

the DS in fetus stage is very important. The DS in 

fetus can be detected using any of the two methods 

as Nuchal Translucency (NT) analysis way and 

another one is to analyze the morphological 

properties of the nasal bone in fetus. The NT 

measures the amount of fluid-filled space behind an 

unborn baby's neck. The scan is usually performed 

between 11+2 and 14+1 weeks of pregnancy [1-4]. 

By detecting and analyzing the NT region in fetus, 

the DS can be screened at an earlier stage. The nasal 

bone length in fetuses with Down syndrome is below 

the 5th percentile in a significantly higher proportion 

than in normal fetuses. The ratio of nasal bone to 

nasal tip length (NB/NL) is also a diagnostic tool for 

Down syndrome. In fetuses with Down syndrome, 

the NB/NL ratio is 1/3 or below in 35.5% of cases, 

compared to 1.3% in euploid fetuses. By detecting 

and analyzing the length of the nasal bone in fetus, 

the DS can be screened at an earlier stage. In this 

paper, the fetus images are obtained by the 

ultrasound scanning method and these fetus images 

are used to detect the nasal bone for DS early stage 

detection process [5-9].  

Figure 1 is the ultrasound fetus with DS in which the 

nasal bone is not available. Mostly, machine learning 

systematic algorithms have been used for screening 

the DS in fetus. Though these machine learning 

based systematic algorithms are effective in nature, 

the detection of DS rate using fetus with the aid of 

the machine learning systematic algorithms are low. 

Hence, the Deep Learning (DL) algorithms have 

been used for detecting the normal 

http://www.ijcesen.com/
http://dergipark.ulakbim.gov.tr/ijcesen
mailto:gokulakrishnanv.phd2022@dsuniversity.ac.in
mailto:ssksri@gmail.com


V. Gokulakrishnan, S. Selvakumar / IJCESEN 10-4(2024)1311-1319 

 

1312 

 

 
Figure 1. DS fetus (absense of nasal bone) 

 

fetus (with nasal bone) and the abnormal fetsu 

(without nasal bone).  

This paper has been structured as section 2 states the 

tradional DS detection methods using ultrasound 

fetus images, section 3 presents the novel and 

efficient DS detection methods using DL algorithms 

and the simulation results are elloborated in section 

4 and finally the conclusion is stated in section 5. 
 

2. Literature survey 
 

Tamilarasi et al. [6] presented a technique that 

achieved 98.9% accuracy in the detection and 

segmentation of glioma tumors by combining a Non-

Subsampled Shearlet Transform with a UNet CNN 

methodology. Aijaz Ahmad Reshi et al. [8] 

implemented deep learning modelling algorithms for 

the earlier detection of DS in fetus images. The 

concurrency complexity of this DL algorithms have 

been significantly reduced in this paper by avaoiding 

the overfitting errors during the features processing 

between the inbuilt layers in the DL algorithm. This 

method has been tested with large number of fetus 

images with DS case and the fetus images without 

DS case. The authors obtained 97% of average DS 

detection rate in ultrasound fetus images. The k-

mean clustering procedure was used by 

Thiyaneswaran et al. [9] to identify and segment 

cancer parts in skin images, and they achieved an 

average accuracy of 90.0%. Chengyu Wang et al. 

[10] predicted and analyzed the DS assessment using 

swin transformation model and the modified deep 

learning architecture. This swin transformation 

decomposed the ultrasound fetus image into number 

reliable and stable coefficients. These swin 

transformed set of coefficients were classified by the 

linear binary classification algorithm in this work. 

The authors obtained 96% of average DS detection 

rate in ultrasound fetus images. Further, the k-fold 

validation approximation algorithm was used in this 

work to validate the DS detection rate with respect 

to various set of test fetus ultrasound images. In 

order to segment the cancer portion of cervical 

images, Elayaraja et al. [12] created a GA-based 

convolutional neural networks methodology that 

yields 99.36% of standard AC (accuracy).   Phung et 

al. [13] designed and proposed a multi branch CNN 

architectural model to predict the DS in ultrasound 

fetus imges. This multi branch CNN had the 

inheritance logical propertis by the internal layers in 

this architecture. This proposed multi branch CNN 

architecture has been constituted with the lower 

order and higher order branch, where the lower order 

branch consisted with lower kernels and the higher 

order branch consisted with higher kernels to obtain 

the higher DS detection index rate. This multi branch 

CNN architecture has been tested on various sources 

of ultrasound fetus images and the results were well 

compared with various validation model results in 

this paper. Senthil Kumar T et al. [14] increased 

accuracy by employing a technique that involved 

image thickening and backdrop thinning to extract 

performance assessment metrics.  

Thomas et al. [11] used NT segmented region in 

ultrasound fetus image in ordet to evlaute the DS 

detection index. By analyzing the morphological 

parameters from the segmented NT region in 

ultrasound fetus images, the fetus images were 

classified into various categories such as normal or 

abnormal. An Adaptive Neuro-Fuzzy Inference 

System (ANFIS) classification approach was 

suggested by Kumarganesh et al. [15] for the 

categorization of cancers from the base pictures [10-

15]. Their accuracy in cancer segmentation was 

97.63%. This proposed method used non-linear 

regression classification algorithm for the effective 

fetus image classification process in this paper. The 

authors obtained 94.5% of average DS detection rate 

in ultrasound fetus images. Further, the k-fold 

validation approximation algorithm was also used in 

this work to validate the DS detection rate with 

respect to various set of test fetus ultrasound images. 

Chitkasaem Suwanrath et al. [16] measured the nasal 

bone length and its morphological parameters in 

order to assess the DS validation results in 

ultrasound fetus images. The morphological 

parameters of the segmented nasal bone have been 

compared with clinical results in order to perform 

unbias comparisons. The authors evaluated the 

results as 93.29% NTSe, 93.81NTSp and 93.29% 

NTAcc on Mendeley dataset fetus images The 

authors evaluated the results as 94.19% NTSe, 93.29 

NTSp and 93.17% NTAcc on FMF dataset fetus 

images. 

 

3. Proposed Methodologies 
 

This research work proposes an automated 

ultrasound fetus image classification system using 
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DL algorithm. This proposed system receives the 

source ultrasound fetus image and the spatial domain 

pixels in this image have been converted into multi 

modal domain pixels using Gabor wavelet. Further, 

LBP has been computed from the multi domain 

image and these values have been fed into the 

proposed DL architecture to classify the source fetus 

image into either normal fetus or abnormal fetus. 

Figure 2(a) is the proposed work flow of the 

ultrasound fetus image classifications in training and 

Figure 2(b) is the proposed work flow of the 

ultrasound fetus image classifications in testing. 
 

 

 
(a) 

 
(b) 

 

Figure 2 (a) Ultrasound fetus image classifications 

(training) (b) Ultrasound fetus image classifications 

(testing) 

 

Preprocessing is a standard module in all proposed 

fetus image classification system which is used in 

this paper to perform the resize function (512*512-

pixel image size) of the source fetus image to be 

suitable for further processing flow in the proposed 

fetus image classification system. 

Gabor transform 

The spatial properties of fetus images have been 

converted into multi domain properties using 

transformational approaches. The sensitivity and 

directionality of each pixel in the fetus image are 

improved in multi domain converted fetus image. 

Hence, the transformational approaches have been 

used for detecting the Down syndrome using the 

multi domain incorporated fetus image. There is lot 

of multi domain transformational approaches for the 

pixel conversion process such as Discrete Wavelet, 

Ridgelet, Contourlet and Gabor wavelet. Though all 

these transformational approaches available, the 

Gabor wavelet transformational approach has been 

used in this paper due to their higher sensitivity and 

directionality property. This Gabor wavelet 

transformational approach has been designed with 

two-dimensional Gaussian shaped kernel which is 

given in the following Equation. 

𝑔𝑤𝑘(𝑥, 𝑦) = 𝑒𝑥𝑝 (
−𝑥2+𝛾2𝑦2

2𝜎2 ) ∗ 𝑒𝑥𝑝 [𝑖 (2𝜋
𝑥

𝜌
+ 𝜎)]           

(1) 

In this Equation, (𝑥, 𝑦) represents the pixel 

coordination values corresponds to the standard 

deviation 𝜎 with respect to the frequency factor 𝜌. 

This Gaussian shaped kernel has been multiplied by 

the ultrasound fetus image and the resultant image 

contains multi modal properties. 

Figure 3 is the output image of the Gabor processed 

ultrasound fetus image. 

 

 
Figure 3 Gabor processed ultrasound fetus image 

  

From the Gabor processed ultrasound fetus image, 

the LBP features have been estimated which 

produces similar size of the Gabor processed 

ultrasound fetus image in this work. This feature has 

been knows as the patternized features which are 

used to distinquish the normal fetus image from the 

abnormal fetus image through the classification 

module in the proposed fetus image classification 

system. The LBP of each pixel is computed by 

comparing their centreal value (placed 3 ×3 window 

over the center pixel, where the LBP has to be 

computed) with respect to the surrounding pixels in 

a 3 ×3 window.  

Figure 4 (a) shows the pixel values in 3 ×3 window, 

Figure 4 (b) shows the binary image and Figure 4(c) 

shows the binary-decimal conversion. The following 

Equation has been used in this work to determine the 

LBP value of the single pixel in the Gabor processed 

ultrasound fetus image. 

𝐿𝐵𝑃(𝑔𝑝, 𝑔𝑐) = ∑ 𝑓(𝑔𝑝 − 𝑔𝑐) × 2𝑛𝑁−1
𝑛=0          (2) 
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Figure 4 (a) Pixel values in 3*3 window (b) Binary 

image (c) Binary-decimal conversion 

 

Whereas, N is the number of surrounding values in 

3 ×3 computational window, gc is center pixel and 

gp is the surrounding pixels. 

Figure 5 is the LBP fetus computational image and 

this LBP values have been computed for both normal 

fetus images and the abnormal fetus images and 

these values are further fed into the proposed DL 

classification module of the fetus image 

classification system. 

 

 
Figure 5 LBP fetus computational image 

Fetus image classifications 

 

Fetus image classification is an important process to 

identify the down syndrome disease. Machine 

learning algorithms have been used by many 

researchers to identify the down syndrome using 

ultrasound fetus images. Though the algorithms such 

as Support Vector Machine (SVM) and Adaptive 

Neuro Fuzzy Inference System (ANFIS) classifiers 

produced significant fetus image classification 

results, the fetus classification rate is not high for 

segmenting the nasal bone of the classified fetus 

image. Moreover, the fetus image classification rate 

is also low which affects the nasal bone 

segmentation process. Hence, DL algorithms have 

been used to detect the abnormal fetus image from 

the normal fetus image from the past two decades. 

These algorithms used standard DL architectures 

which consumed more processing time and also 

works on spatial feature pixels on the fetus images. 

Hence, there is a requirement for developing a higher 

efficient DL architecture for the effective fetus 

image classifications. Figure 6 is the proposed fetus 

image classification module (proposed Paternized 

Feature Deep Learning Network- PFDLN classifier). 

 

 
Figure 6 Fetus image classification module (proposed 

Paternized Feature Deep Learning Network- PFDLN 

classifier) 

 

The fetus images have been classified into either 

normal or abnormal using the proposed DL 

algorithm in this work. The traditional DL 

algorithms require higher order computational layers 

which increased the system complexity during the 

classification of the images. Moreover, the tradional 

DL algorithm works directly on the spatial fetus 

images and produces the classification results. This 

study of limitations has been overcome by 

developing a Paternized Feature Deep Learning 

Network (PDFLN) classification module which is 

basically derived from the traditional AlexNet DL 

algorithm. This proposed PDFLN classification 

module works directly on the computed paternized 

features and produces the classification fetus results 

using minimum number of internal computational 

layers in this research work.  

This proposed PDFLN classification module consist 

of six Convolutional layers (CO) and six pooling 

layers (P) as illustrated in Figure 6. The main 

purpose of CO layer is to produce larger number of 

features from the input values so that the 

classification results will be optimized. This CO 

layer has been operated by the two-dimensional 

kernel with varying its filter size. The input values 

of each CO layer has been convolved with this two 

dimensional kernel which produces the more set of 

features and these generated features are transferred 

to the next module through the P layer which reduces 

the size of the output of the CO layer. The P layer is 

operated by the pooling functions. The pooling 

functions are categorized into two types as 

Averaging Pool Function (APF) and Max Pool 

Function (MPF).  

Figure 7(a) shows the functional working of APF 

where the average value has been taken for the 

values behind the encircled window. This may be 



V. Gokulakrishnan, S. Selvakumar / IJCESEN 10-4(2024)1311-1319 

 

1315 

 

generated new value during the pooling process 

which creates significant errors during the 

propagation of these values to the next layers. This 

drawback can be overcome by MPF which is 

illustrated in Figure 7(b). In MPF, the maximum 

value has been taken for the values behind the 

encircled window and hence it does not alter any 

value within this window during the entire process 

flow of the pooling function. This does not create 

significant errors during the propagation of these 

values to the next layers. Hence, MPF can be used in 

the proposed PDFLN classification module. 

 

 
(a) 

 
(b) 

Figure 7 (a) APF (b) MPF 

 

The PF is fed into CO1 which produces the output to 

the next layers P1 and CO3 simultaneously. The P1 

reduces the output size using MPF and its output has 

been fed into CO2 and CO4 simultaneously.  The 

output of CO2 has been fed into CO5 and P2 

simultaneously. The output of P2 has been fed into 

CO6. The convolution process has been caried out in 

all four CO layers in second row of the proposed 

PDFLN classification module. Now, the output 

responses of all these four CO layers have been 

down sampled by passing them through the P layers 

as illustrated in Figure 5. Then, the output size 

reduced features have been combined by feature map 

combiner and its output values are passed to the 

Fully Connected Neural Networks (FCNN) layers. 

This FCNN have been structured by two internal 

modules as FCNN1 and FCNN2, where FCNN1 

contains 4096 neurons and FCNN2 contains 2 

neurons. The final module in FCNN produces the 

fetus image classification results as either normal 

fetus image or abnormal fetus image. Figure 8(a) is 

the classification results of normal fetus and Figure 

8(b) is the classification results of the abnormal 

fetus. 
 

 
Figure 8 Fetus classification results (a) Normal fetus 

image (b) Abnormal fetus image (down syndrome case) 

 

In addition to the ultrasound fetus image 

classification process, morphological algorithm has 

been used to segment the nasal bone in this work. 

 

4. Results and Discussions 
 

This research work uses the ultrasound fetus images 

from two independent fetus datasets Mendeley [12] 

and Fetal Medicine Foundation (FMF) [13-19]. The 

Mendeley dataset contains 1528 two dimensional 

fetus ultrasound images which are acquired from the 

1519 female persons. The fetus images have been 

collected from 11 to 14 weeks period of pregnancy. 

These ultrasound fetus images are collected from the 

Shenzhen people’s hospital and all these ultrasound 

fetus images are stored in png format. These images 

are licenced by CC BY 4.0 and also this dataset have 

156 additional ultrasound fetus images from the 

Longhua branch of the Shenzhen people’s hospital. 

Moreover, the NT region has been marked in all 

these abnormal fetus images. Both abnormal and 

normal fetus ultrasound image size in this database 

is about 512 ×512 pixels. 

In addition to the Mendeley dataset, FMF dataset 

consits of fetus ultra sound images which are 

aaquired from 11 to 13 weeks period of pregnancy 

in London, UK. This dataset contains 1250 fetus 

images and these fetus images have been categorized 

into 750 normal fetus images and 500 abnormal fetus 

images. Moreover, the NT region has been marked 

in all these abnormal fetus images in this FMF 

dataset. Both abnormal and normal fetus ultrasound 

image size in this database is about 256 ×256 pixels. 

The normal and abnormal fetus images detection 

performance has been analyzed with respect to the 

following functional index parameters. The Normal 

Featus Detection Index (NFDI) is defined as the ratio 

between the normal fetus images being correctly 

detected and the total normal fetus images. 

Similarly, The Abnormal Featus Detection Index 
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(AFDI) is defined as the ratio between the abnormal 

fetus images being correctly detected and the total 

abnormal fetus images. Both NFDI and AFDI have 

been measured in percentage and they are given in 

the below Equations. 
𝑁𝑜𝑟𝑚𝑎𝑙 𝐹𝑒𝑡𝑢𝑠 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝐼𝑛𝑑𝑒𝑥 (𝑁𝐹𝐷𝐼) =
𝑁𝑜𝑟𝑚𝑎𝑙 𝑓𝑒𝑡𝑢𝑠 𝑖𝑚𝑎𝑔𝑒𝑠 𝑏𝑒𝑖𝑛𝑔 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜𝑟𝑚𝑎𝑙 𝑓𝑒𝑡𝑢𝑠 𝑖𝑚𝑎𝑔𝑒𝑠
× 100%      

      

     (3) 

𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝐹𝑒𝑡𝑢𝑠 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝐼𝑛𝑑𝑒𝑥 (𝐴𝐹𝐷𝐼) =
𝐴𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝑓𝑒𝑡𝑢𝑠 𝑖𝑚𝑎𝑔𝑒𝑠 𝑏𝑒𝑖𝑛𝑔 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 𝑓𝑒𝑡𝑢𝑠 𝑖𝑚𝑎𝑔𝑒𝑠
× 100%     

      

     (4) 

In Mendeley dataset, the proposed fetus detection 

system obtains 98.6% NFDI by correctly detected 

787 normal ultrasound fetus images by 798 normal 

fetus images and also obtains 98.7% AFDI by 

correctly detected 721 abnormal ultrasound fetus 

images by 730 abnormal fetus images. Hence, the 

average fetus detection rate on Mendeley dataset is 

about 98.65%. In FMF dataset, the proposed fetus 

detection system obtains 98.5% NFDI by correctly 

detected 739 normal ultrasound fetus images by 750 

normal fetus images and also obtains 98.2% AFDI 

by correctly detected 491 abnormal ultrasound fetus 

images by 500 abnormal fetus images. Hence, the 

average fetus detection rate on FMF dataset is about 

98.35%. The proposed NB region segmentation 

system has been analyzed with respect to the 

following mathematical Equations. 

NB Segmented Sensitivity (NTSe)  = TP/ (TP +
FN)   (5) 

NB Segmented Specificity (NTSp)  =  TN/ (TN +
FP)      (6) 

NB Segmented Accuracy (NTAcc)  =  (TP +
TN) / (TP + FN + TN + FP)    (7) 

Whereas, the NB and Non-NB region positively 

segmented NB pixels are represented by TP and TN, 

respectively and the NB and Non-NB region 

negatively segmented pixels are represented by FP 

and FN, respectively. Table 1 is the abnormal fetus 

NB region segmentation analysis on Mendeley 

dataset with respect to NBSe, NBSp and NBAcc. 

The proposed NB region segmentation system 

attains 98.44% NBSe, 98.63% NBSp and 98.62% 

NBAcc, for the set of 10 fetus images from the 

Mendeley dataset in this work. Figure 9 is the 

graphical illustrations on performance parameters 

(Mendeley dataset). Table 2 is the abnormal [20] 

fetus NB region segmentation analysis on FMF 

dataset with respect to NBSe, NBSp and NBAcc. 

The proposed NB region segmentation system 

attains 98.67% NBSe, 98.66% NBSp and 98.66% 

NBAcc, for the set of 10 fetus images [21] from the 

FMF dataset in this work. Figure 10 is the graphical 

illustrations on performance parameters (FMF 

dataset). Table 3 is the performance comparisons of 

NB region segmentation results between Mendeley 

and FMF datasets with respect to the abnormal fetus 

NB region segmentation parameters in this paper. 

Table 4 is the segmented NB region comparative 

analysis on Mendeley dataset fetus images with 

respect to state-of-the-art methods [8,10,11,13,16]. 

 
Table 1 Abnormal fetus NB region segmentation 

analysis on Mendeley dataset 

Mendeley 

dataset 

abnormal 

fetus images 

NB region segmentation analysis 

parameters in % 

NBSe NBSp NBAcc 

M1 98.3 98.4 98.9 

M2 97.9 98.2 98.3 

M3 98.1 98.9 98.1 

M4 98.4 99.1 99.4 

M5 98.2 99.3 99.1 

M6 99.3 98.9 98.7 

M7 98.7 98.3 98.3 

M8 98.5 98.1 98.9 

M9 98.1 98.7 98.4 

M10 98.9 98.4 98.1 

Mean 98.44 98.63 98.62 

 

  

 
Figure 9 Graphical illustrations on performance 

parameters (Mendeley dataset) 

 

Table 2 Abnormal fetus NB region segmentation 

analysis on FMF dataset 

FMF dataset 

abnormal 

fetus images 

NB region segmentation analysis 

parameters in % 

NBSe NBSp NBAcc 

F1 98.7 98.4 98.3 

F 2 98.3 98.8 98.9 

F 3 99.1 98.9 98.2 

F 4 99.4 99.1 98.6 

F 5 98.2 98.4 98.9 

F 6 98.9 98.3 99.1 

F 7 98.4 98.8 99.3 

F 8 98.3 98.5 98.6 

F 9 98.1 98.3 98.4 

F 10 99.3 99.1 98.3 

Mean 98.67 98.66 98.66 
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Figure 10 Graphical illustrations on performance 

parameters (FMF dataset) 

 

Table 3. Performance comparisons of NB region 

segmentation results between Mendeley and FMF 

datasets 

Abnormal fetus 

NB region 

segmentation 

parameters 

Mendeley 

dataset 

FMF dataset 

NBSe (%) 98.44 98.67 

NBSp (%) 98.63 98.66 

NBAcc (%) 98.62 98.66 

 

 
Table 4 Segmented NB region comparative analysis on 

Mendeley dataset fetus images with respect to state-of-

the-art methods 

Methods NB region segmentation analysis 

parameters in % 

NBSe NBSp NBAcc 

Proposed 

work 

98.44 98.63 98.62 

[8] 96.2 96.65 96.38 

[10] 96.1 96.38 96.12 

[13] 95.29 95.27 95.98 

[11] 94.65 94.87 95.01 

[16] 93.29 93.81 93.29 

 

Table 5 is the segmented [22] NB region 

comparative analysis on FMF dataset fetus images 

with respect to state-of-the-art methods 

[8,10,11,13,16,23]. Deep learning is important and 

was used in different fields [24-35]. 
 

5. Conclusions 
 

The fully automated ultrasound fetus image 

classification system has been proposed in this paper 

for downsyndrome detection. In Mendeley dataset, 

the proposed fetus detection system obtains 98.6% 

NFDI by correctly detected 787 normal ultrasound 

fetus images by 798 normal fetus images and also 

obtains 98.7% AFDI by correctly detected 721 

abnormal ultrasound fetus images by 730 abnormal 
 

Table 5 Segmented NB region comparative analysis on 

FMF dataset fetus images with respect to state-of-the-art 

methods 

Methods NB region segmentation analysis 

parameters in % 

NBSe NBSp NBAcc 

Proposed 

work 98.67 98.66 98.66 

[8] 97.10 97.67 97.59 

[10] 96.67 96.02 96.28 

[13] 95.29 95.67 95.46 

[11] 94.98 94.39 94.29 

[16] 94.19 93.29 93.17 

 

 

fetus images. Hence, the average fetus detection rate 

on Mendeley dataset is about 98.65%. In FMF 

dataset, the proposed fetus detection system obtains 

98.5% NFDI by correctly detected 739 normal 

ultrasound fetus images by 750 normal fetus images 

and also obtains 98.2% AFDI by correctly detected 

491 abnormal ultrasound fetus images by 500 

abnormal fetus images. Hence, the average fetus 

detection rate on FMF dataset is about 98.35%. The 

proposed NB region segmentation system attains 

98.44% NB Se, 98.63% NB Sp and 98.62% NB Acc, 

for the Mendeley dataset in this work.  

The proposed NB region segmentation system 

attains 98.67% NB Se, 98.66% NB Sp and 98.66% 

NB Acc, for the set of for the FMF dataset in this 

work. In future, the NT will be detected and 

segmented using DL algorithm and its 

morphological properties will be analsyzed for its 

automated diagnosis process. 
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