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Abstract:  
 

The realization of accurate student performance prognostication within the educational 

domain presents a critical capability for the timely implementation of intervention 

strategies and supplementary support mechanisms. This research proposes the Adaptive 

Recurrent Logistic Memory Network (ARLMN), an innovative approach for student 

academic prediction. The ARLMN combines Recurrent Neural Network (RNN), Long 

Short-Term Memory (LSTM) network, and Sigmoid Plus - Adaptive Activation 

Function(S-AAF). The integrated system achieves an impressive accuracy of 

approximately 98%. By incorporating these methodologies, this model captures 

temporal dependencies and patterns in student data, including academic, demographic, 

and emotional information. Pre-processing involves standardizing features before 

feeding them into the RNN and LSTM models, which are then combined using S-AAF 

classifier for robust predictions. Experimental results demonstrate the effectiveness of 

this approach, achieving high accuracy in forecasting student academic performance. 

By identifying factors that impact performance, this model empowers educators to 

proactively intervene and ensure student success. 

 

1. Introduction 
 

The education sector prioritizes achieving quality 

education, recognizing it as a key driver for 

reaching the ambitious goals laid out in the 

Sustainable Development Agenda. Quality 

education goes beyond mere knowledge 

acquisition; it fosters critical thinking and problem-

solving skills. The research proposes a novel 

strategy for enhancing learning outcomes by 

emphasizing the use of advanced techniques and 

technologies to personalize education for each 

student. The vast amount of educational data 

becomes a treasure trove of insights when analyzed 

through data mining. These hidden patterns shed 

light on how students learn best. This process 

contributes to improving the overall quality of 

education [1]. In education, parents are calling for a 

comprehensive review of the examination system 

due to perceived biases and limitations in current 

evaluation methods. The assessment process is 

heavily reliant on manual input and access to 

students' background information, making it 

susceptible to human biases and external 

influences. To ensure fair evaluations, there's an 

increasing demand for a more precise metric that 

can assess students' academic progress and 

interactions while addressing inherent biases[2,3,4]. 

Traditional machine learning models are commonly 

used for predicting student achievement due to their 

simplicity and low computational requirements. 

However, they often fail to fully leverage data 

information, resulting in suboptimal prediction 

accuracy. In contrast, deep learning techniques, 

such as Recurrent Neural Networks [5] and 

Recursive Neural Networks[6] , offer improved 

accuracy by handling large datasets and capturing 

complex feature relationships. This research 

introduces an innovative approach to predict 

academic performance by combining RNN, LSTM, 

and S-AAF algorithms. The methodology combines 

various techniques to create a more comprehensive 

http://dergipark.org.tr/en/pub/ijcesen
http://www.ijcesen.com


B.Vaidehi, K. Arunesh/ IJCESEN 11-2(2025)1683-1692 

 

1684 

 

and robust solution. Specifically, the model 

analyzes student behavior patterns for prediction. It 

achieves this by using an RNN+LSTM architecture, 

which captures important long-term associations 

from the dataset. Through hidden units, RNN 

technique analyzes student data streams and retains 

past information by incorporating prior state 

feedback into additional hidden layers. The 

developed model effectively preserves essential 

information over extended durations using 

integrated gates. The proposed method has been 

validated through experiments, demonstrating its 

effectiveness in significantly improving the 

accuracy and reliability of prediction 

 

1.1 Objectives of the paper 

 

 Create an innovative deep learning model called 

ARLMN for prediction. 

 Evaluate and compare the performance of 

ARLMN model to determine the most effective 

approach for predicting students' performance. 

 Evaluate the ARLMN model using performance 

metrics.  

 Evaluate the performance of proposed model 

against traditional models. 

 

1.2 Manuscript outline 

 

The paper is explored as follows: Section 2 reviews 

existing systems, highlighting research gaps. 

Section 3 outlines the proposed system for 

predicting learner success. In Section 4, 

experimental findings and analyses are presented. 

Finally, Section 5 concludes the paper and 

discusses future research directions. 

 

2. Literature Review 
 

Deep learning has evolved into a potent machine 

learning approach, harnessing multiple layers of 

features or data representations to achieve cutting-

edge results. Deep learning is increasingly applied 

in educational data mining, utilizing statistical 

methods, data mining, visualization, and machine 

learning tools to analyze and process data from 

various sources. The generated study analytics aim 

to investigate institutional databases, while learning 

management frameworks interpret information to 

enhance learning processes and environments. 

[7,8]. In prediction, the utilization of RNN models, 

has demonstrated remarkable efficacy. RNNs, 

prized for their capacity to capture sequential 

patterns and temporal dependencies within data, 

have emerged as pivotal tools in accurately 

forecasting student academic outcomes. Hassan et 

al. employed LSTM deep model to predict student 

dropout[9]. M. Wasif et.al referenced various 

models to forecast based on pass or fail outcomes 

using demographic information [10].Tomasevic et 

al. discovered that Artificial Neural Networks 

excelled in predicting student test results using past 

performance and interaction data, with 

demographic factors contributing little to 

accuracy[11]. Okubo et al. utilized RNN in 

forecasting student performance and the findings 

highlight RNN's superior 90% prediction accuracy 

over traditional regression method[12].Yanbai et al. 

suggested a hybrid RNN-GRU neural network to 

forecast students' academic outcomes, utilizing 

demographic data and assessment records to 

differentiate between passing and failing [13]. 

Adnan et al. utilized a Deep Feed Forward Neural 

Network to predict final outcomes, achieving the 

highest accuracy of 72% when incorporating all 

available features [14]. Su et al. employed an RNN 

model on log data from a learning management 

system to predict applicants' academic 

performance, reporting a 90% prediction accuracy 

[15]. Research across various papers underscores 

the extensive range of technologies utilized in 

technology-supported learning. Integration of Deep 

Learning into Educational Data Mining enables 

effective handling of diverse educational data, 

notwithstanding the non-linearity and substantial 

variability inherent in Deep Learning based 

systems. The work diverges from conventional 

approaches by incorporating statistical and 

sequential features via an RNN+LSTM model. 

Additionally, demographic, academic and 

emotional data are incorporated to predict student 

performance. 

 

3. Methodology 
 

The research methodology aimed at developing and 

evaluating predictive models for student 

performance. First, dataset will undergo meticulous 

preparation;the prepared dataset will be divided for 

further analysis. Following data splitting, ARLMN 

model is constructed and assessed for predictive 

model. Additionally, the same dataset will be 

evaluated for comparative analysis.   

 

3.1. Dataset Acquisition 

 

The dataset comprises extensive information on 

students' academic performance, demographics, 

Academics and lifestyle factors. This dataset offers 

a holistic view of factors influencing student 

success, facilitating detailed analysis and predictive 

modeling. The dataset is available for download 

from (https://doi.org/10.24432/C5TG7T). 
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3.2. Data Pre-processing 

 

The dataset is separated into features and the target 

variable and also into training and testing sets. The 

features in the dataset are standardized, which is 

essential for neural networks. LSTM/RNN models 

require 3D data: (samples, time steps, features). 

Here, the input data is reshaped accordingly.  

 

3.3. Model Training and Evaluation 

 

Two models, one using LSTM and another using 

RNN, are constructed. These models consist of 

multiple layers of LSTM and RNN cells followed 

by densely connected layers. The models are 

trained on the training data. Predictions are 

generated using both LSTM and RNN models on 

the testing data.A custom classification model is 

instantiated and trained on the combined 

predictions from both LSTM and RNN models. 

Finally, the accuracy of the model is evaluated, as 

illustrated in Figure 1. 

 

3.4. Proposed Model 

 

The working of the proposed ARLMN Model is 

illustrated in Figure 2. This work introduces a Deep 

Learning model that predicts student academic 

performance based on RNN+LSTM. The Features 

are transformed into feature vectors representing 

demographic, academic and others. These vectors 

are combined to create a comprehensive 

representation of a student's historical 

characteristics (Fy). Then, S-AAF are used to 

forecast using this dataset.The objective of this is to 

streamline the dataset by selecting relevant features 

and reducing irrelevant ones, facilitated by 

RNN+LSTM layers which capture temporal 

correlations among student actions and feature 

connections. An RNN (Recurrent Neural Network) 

maintains hidden states while taking input x and 

generates both hidden states H and output states O. 

The equations of this process are: 

𝑂𝑡

= 𝜎(𝑊𝐻𝑡𝑂𝑡

+ 𝑏𝑡)                                                                  (1) 

𝐻𝑡

= 𝜎(𝑤𝐻𝑡−1   𝐻𝑡−1 +  𝑊𝑥𝑡𝑋𝑡

+ 𝑏𝐻𝑡  )                                                             (2) 

Here, 𝑊𝐻𝑡𝑂𝑡 represents the hidden-to-output 

weight vector, 𝐻𝑡−1  signifies the hidden unit from 

the previous sequence, 𝑤𝐻𝑡−1   𝐻𝑡denotes the 

hidden-to-hidden weight vector, and 𝑏𝐻𝑡 and 𝑏𝑡are 

biases. This process effectively identifies relevant 

temporal relationships among features. 

It begins by ingesting a sequence of inputs denoted 

as 𝑥 = 𝑥1, 𝑥2, … 𝑥𝑛Through its computational 

process, the RNN sequentially processes each input 

element and generates corresponding hidden states 

𝐻 = 𝐻1, 𝐻2, … 𝐻𝑛and output states𝑂 =
𝑂1, 𝑂2, … 𝑂𝑛. This iterative process allows the RNN 

to capture temporal dependencies within the input 

sequence, thereby providing valuable insights into 

the data's temporal dynamics. 

The following sections detail the architecture and 

workflow of the ARLMN Ensemble Model, 

illustrating how each component contributes to the 

overall predictive power of the system.  

 

Input Layer 

The input layer comprises multiple features 

representing different types of data, such as 

academic performance, demographic information, 

and other relevant attributes. These inputs are 

denoted as 𝑥1, 𝑥2, … 𝑥𝑡 

LSTM Layer 

The LSTM layer processes the sequential input 

data. LSTM networks are highly effective due to 

their unique architecture, which includes gates that 

regulate the flow of information. In the proposed 

method, the RNN cells are categorized as LSTM 

units. These LSTM units form a stack, allowing 

them to capture temporal sequence characteristics 

through forget gate, input gate, and output gate. 

 
Pseudocode1: Sigmoid Plus – Adaptive Activation 

Function 

1:Input: 

           X: Combined feature vector derived from the 

outputs of RNN and LSTM layers 

           y: Vector of corresponding class labels 

T: Threshold value for the sigmoid function 

2:Output 

Learned weight coefficients w 

Bias term b 

 

Algorithm 

3: Initialize 

w: Vector of weight coefficients 

b: Bias term 

m: Number of training examples 

4:For iteration in range (num_iterations): 

Compute the linear combination of input features 

and parameters: z=X*w+ b 

 

5:Apply S-AAf Activation function 

 S-AAF(z,T)  = 
1

𝑒ln (𝑒(𝑧+𝑇)+ 𝑒(𝑧+𝑇)2+1)−(𝑧+𝑇))
 

 

6: Compute the gradient of the cost function: 
dw= (1/m)*X.T *(a-y) 

db=(1/m)*sum(a- y) 
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7:  Update the parameters using gradient descent: 

w = w - learning_rate * dw 

b=b-learning_rate *db 

8. Iteration 

Repeat steps 3 to 5 for a specified number of 

iterations or until convergence 

9. Prediction: 

Once the model is trained, use the trained 

parameters (w,b) and the S-AAF activation 

function to make predictions for new input data: 

Prediction = S –AAF(X*w+b,T) 

Input Gate 

The input gate determines the current input 𝑥𝑡 and 

the previous hidden state 𝐻𝑡−1  should be stored in 

the cell state 𝐶𝑡. 𝜎denotes the sigmoid activation 

function, 𝑊𝑥𝑖and𝑊ℎ𝑖 are the weight matrices. 𝑏𝑖is 

the bias vector. The output 𝑖𝑡represents the 

proportion of information to be added to the cell 

state. 

𝑖𝑡

= 𝜎(𝑊𝑥𝑖. 𝑥𝑡

+ 𝑊ℎ𝑖. ℎ𝑡−1+ 𝑏𝑖 )                                                         (3) 

 

Forget Gate 
Determines which characteristics to retain or 

discard from the previous ℎ𝑡−1  and  xt.. Again, it 

uses a activation function to generate values 

between 0 and 1.It has its own weight matrices 

(𝑊𝑥𝑓, 𝑊ℎ𝑓) and bias vector𝑏𝑓. 

𝑓𝑡

= 𝜎(𝑊𝑥𝑓 . 𝑥𝑡

+ 𝑊ℎ𝑓 . ℎ𝑡−1+ 𝑏𝑓)                                                        (4) 

Initial Layers  

Similar to the input gate, the prediction in initial 

layers gate determines how much information from 

𝑥𝑡 and the 𝐻𝑡−1 should be stored in the cell state 𝐶𝑡. 

It follows the same structure as the input gate, with 

its own set of weight matrices (𝑊𝑥𝑝,𝑊ℎ𝑝)and bias 

vector 𝑏𝑝. 

𝑝𝑡

= 𝜎(𝑊𝑥𝑝. 𝑥𝑡

+ 𝑊ℎ𝑝. ℎ𝑡−1+ 𝑏𝑝)                                                        (5) 

Output Gate 

The output gate determines which parts of the cell 

state 𝐶𝑡 should be included in the output ℎ𝑡. It 

regulates how much of the internal state is revealed 

in the output at the current time step. It follows the 

same structure as the previous gates, with its own 

weight (𝑊𝑥𝑜, 𝑊ℎ𝑜) and bias vector 𝑏𝑜. 

𝑜𝑡

= 𝜎(𝑊𝑥𝑜. 𝑥𝑡

+ 𝑊ℎ𝑜. ℎ𝑡−1+ 𝑏𝑜)                                                        (6) 

 

Output Layer 

After processing through LSTM , the data is passed 

into dense layer. This layer helps refine the features 

extracted by the LSTM and prepares the data for 

the final classification. 

 

Classification 

The final phase involves classifying the student 

based on the processed data. The classification is 

typically performed using S-AAF  in the output 

layer to generate a probability score. 

 

Detailed Workflow 

1.  Input Data(𝑥𝑡) : The input features at time 

step 𝑡 

2.  Previous 

Hidden State 

(ℎ𝑡−1) 

: The hidden state from the 

previous time step. 

3.  Previous Cell 

State (𝐶𝑡−1) 

: The cell state from the 

previous time step. 

4.  Forget 

Gate (𝑓𝑡) 

: Decides what information 

to discard from the cell 

state. 

5.  Input Gate  (𝑖𝑡) : Decides which new 

information to store in the 

cell state. 

6.  Cell State 

Candidate  (𝐶𝑡) 

: Potential values to add to 

the cell state. 

7.  Updated Cell 

State  (𝐶𝑡) 

: Combines previous cell 

state, forget gate, and input 

gate information. 

8.  Output Gate 

 (𝑜𝑡) 

: Decides what information 

from the cell state to 

output. 

9.  Fully 

Connected 

Layer 

: Further processes the 

hidden states to prepare for 

the final classification. 

10.  Output Layer : Uses a S-AAF to generate 

a probability score. 

11.  Decision Rule : Classifies the student 

based on the probability 

score. 

 

Algorithm 1 : ARLMN Model 

1. Data Collection and Preprocessing: 

 Collect academic, demographic, and other 

relevant data. 

 Preprocess data: Handle missing values, 

normalize, and split into training and testing 

sets. 

2. Input Layer: 

 Prepare input features 𝑥1, 𝑥2, … 𝑥𝑡for each time 

step 𝑡 

3. LSTM Layer: 

 Initialize LSTM parameters 𝑊𝑓 , 𝑊𝑖 , 𝑊𝑐 , 𝑊0 and 

biases 𝑏𝑓 , 𝑏𝑖, 𝑏𝑐 , 𝑏0 

 Perform forward pass through LSTM to 

compute:  

𝑓𝑡 = 𝜎(𝑊𝑥𝑓 . 𝑥𝑡 + 𝑊ℎ𝑓 . ℎ𝑡−1+ 𝑏𝑓) 
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𝑖𝑡

= 𝜎(𝑊𝑥𝑖. 𝑥𝑡

+ 𝑊ℎ𝑖. ℎ𝑡−1+ 𝑏𝑖) 

�̃�𝑡 = tanh (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐 

𝐶𝑡

= 𝑓𝑡. 𝐶𝑡−1

+  𝑖𝑡 . �̃�𝑡 

𝑜𝑡 = 𝜎(𝑊𝑥𝑜. 𝑥𝑡 + 𝑊ℎ𝑜. ℎ𝑡−1+ 𝑏𝑜) 

ℎ𝑡 = 𝑂𝑡 . tanh (𝐶𝑡) 

4. Fully Connected (Dense) Layer: 

 Pass the final hidden state ℎ𝑡through a dense 

layer to compute: 

𝑧 = 𝑊𝑑𝑒𝑛𝑠𝑒 . ℎ𝑡 +  𝑏𝑑𝑒𝑛𝑠𝑒 

5. Ensemble Learning: 

 Train model on the training data. 

 Aggregate predictions using weighted 

average or majority voting. 

6. Adaptive Learning Mechanism: 

 Dynamically update learning parameters based 

on performance using gradient descent:  

7. Output Layer and Classification: 

 Use S-AAF on the dense layer output to 

computeClassification.(Defined in 

Pseudocode1) 

8. Evaluation: 

 Assess performance using accuracy, precision, 

recall, and F1 score. 

 

 

4. Results and Analysis 
 

4.1. Performance metrics 

 

The effectiveness of system is assessed with four 

metrics, outlined [16] as follows.  

• Accuracy: This metric evaluates how often a 

machine learning model correctly predicts 

outcomes. It’s calculated by dividing the number of 

correct predictions by the total number of 

predictions, as per Equation 7. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=  
𝑃𝐸 + 𝑁𝐸

𝑊𝑃 + 𝑃𝐸 + 𝑁𝐸 + 𝑊𝑁
                         (7) 

• Precision: It quantifies the proportion of correctly 

identified positive instances relative to all instances 

predicted as positive. The calculation is performed 

using Eq. 8.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

=  
𝑃𝐸

𝑊𝑃 + 𝑃𝐸
                                                  (8) 

• Recall: It calculates the proportion of true positive 

out of all predicted positive cases, as depicted in 

Equation 9. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑃𝐸

𝑃𝐸 + 𝑊𝑁
(9) 

• F-measure: This measure combines accuracy and 

recall, focusing solely on positive predictive data 

points. Equation 10 computes it. 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒

=  
2𝑃𝐸

2𝑃𝐸 + 𝑃𝐸 + 𝑊𝑁
                                              (10) 

The proposed system's performance is evaluated 

through three experiments, comparing models 

integrating RNN and LSTM architectures with 

diverse classification algorithms to determine the 

most effective configuration for accurate 

predictions.  

 

4.2. Experimental results of proposed Model 

with different Classification Models 

 

The assessment of machine learning models that 

integrate RNN and LSTM with different classifiers 

reveals that ,as presented in Table 1 and illustrated 

in Figure 3, the RNN + LSTM + S-AAF algorithm 

outperforms the rest, achieving the highest accuracy 

(98.73%). Although the RNN + LSTM + SVM 

model excels in precision and recall, its overall 

accuracy is lower. Models using Logistic 

Regression and K-Nearest Neighbors with 

RNN/LSTM exhibit the poorest performance across 

all metrics. This underscores the superior predictive  

capability of combining RNN/LSTM with the S-

AAF algorithm. 

 

4.3 Experimental results of proposed Model with 

different Classifiers 

 

The comparative analysis of various classifiers, as 

presented in Table 2 and illustrated in Figure 4, 

highlights the performance of proposed work, 

which achieves an accuracy of 98.73%. These 

metrics demonstrate its robustness in accurately 

identifying positive cases while minimizing errors. 

In contrast, traditional classifiers such as Decision 

Tree, Naïve Bayes, and SVM show lower 

performance, particularly in recall. Logistic 

Regression presents the weakest performance with 

81% accuracy. Overall, the proposed model's 

exceptional metrics underscore its advanced ability 

to handle complex data patterns and provide highly 

accurate and reliable predictions, making it superior 

to traditional classifiers for predictive analytics. 

 

4.4. Experimental results of proposed Model 

with different Deep Learning Models 

 

The comparative analysis,as presented in Table 3 

and illustrated in Figure 5, reveals the proposed 

model's superior performance, achieving 98.73% 

accuracy, 98.11% precision, 1.0 recall, and a 

99.05% F1 score. This model outperforms others in 
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handling complex data patterns. The 

RNN+GRU+S-AAF and CNN+LSTM+S-AAF 

models also perform well but fall short with 

accuracies of 96.20% and similar precision and 

recall metrics. The ANN+GRU+S-AAF model 

shows balanced performance with 93.67% 

accuracy, while the ANN+LSTM+S-AAF achieves 

92.40% accuracy. The CNN+GRU+S-AAF model 

records the lowest performance with 88.60% 

accuracy. Overall, the proposed model 

demonstrates exceptional predictive abilities, 

outperforming all other deep learning models in key 

metrics. Recurrent Neural Network is interesting 

method and used in different applications [17-20].
 

 
Figure 1. The accuracy of the model   
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Figure 2. Proposed ARLMN Model 
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Figure 3. The assessment of machine learning models that integrate RNN and LSTM with different classifiers reveals  

 

 
Figure 4. The comparative analysis of various classifiers  

 
Figure 5. The comparative analysis  
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Table 1. Comparative Analysis of proposed model with different Classification Models 

Classification Model Accuracy Precision Recall F-Measure 

ARLMN(RNN+LSTM+S-AAF) 98.73 98.11 100 99.05 

RNN+LSTM+SVM 92.41 94 96.15 94.3 

RNN+LSTM+Logistic Regression 81 85% 81 79 

RNN + LSTM + KNN 81.01 81.36 92.31 86.49 

 

Table 2. Comparative Analysis of proposed model with different Classifier 

Classifier Accuracy(%) Precision(%) Recall(%) F1 Score(%) 

Decision Tree 90 91 89 89 

Naïve Bayes 90 89 89 89 

SVM 92 92 91 91 

Logistic Regression  81 85 81 79 

Proposed Mosel(ARLMN) 98.73% 98.11 100 99.05 

 
Table 3. Comparative Analysis of proposed model with different Deep Learning Models 

Deep Learning Models Accuracy(%) Precision(%) Recall(%) F1 Score(%) 

CNN + LSTM + S-AAF 96.20 98.03 96.15 97.08 

ANN + LSTM + S-AAF 92.40 94.23 94.23 94.23 

CNN + GRU + S-AAF 88.60 93.87 88.46 91.08 

ANN + GRU + S-AAF 93.67 96.07 94.23 95.14 

RNN + GRU + S-AAF 96.20 96.22 98.07 97.14 

Proposed Mosel(ARLMN) 98.73 98.11 100 99.05 

 

4. Conclusions 

 
This work introduces an approach for prediction 

using an RNN combined with LSTM and S-AAF 

models, termed ARLMN. This combined model 

significantly outperforms traditional Machine 

Learning and Deep Learning models. The high 

performance of the ARLMN model is due to its 

ability to extract both statistical and sequential 

features from students' academic records and 

demographic data. Compared with models like 

RNN+LSTM+SVM and RNN+LSTM+ Logistic 

Regression, the ARLMN model delivers notably 

better results. Traditional models, such as Decision 

Tree, Naïve Bayes, SVM, and Logistic Regression, 

also fall short of the performance achieved by the 

ARLMN model. While other Deep Learning 

models with S-AAF techniques, such as 

CNN+LSTM+S-AAF, ANN+LSTM+S-AAF, and 

RNN+GRU+S-AAF, show good performance, but 

they do not match with ARLMN. The research 

attributes the success of ARLMN to its 

comprehensive feature extraction capabilities and 

the robust S-AAF technique. Future research will 

focus on evaluating the model with various datasets 

and exploring a unified time-varying DL model to 

simplify the prediction process and improve 

adaptability across different educational settings. 
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