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Abstract:  
 

Secure image transmission over the Internet has become a critical issue as digital media 

become increasingly vulnerable and multimedia technologies progress rapidly. The use 

of traditional encryption methods to protect multimedia content is often not sufficient, so 

more sophisticated strategies are required. As part of this paper, an autoencoder-based 

chaotic logistic map is combined with convolutional neural networks (CNNs) to encrypt 

images. As a result of optimizing CNN feature extraction, chaotic logistic maps ensure 

strong encryption while maintaining picture quality and reducing computational costs. In 

addition to Mean Squared Errors (MSE), entropy, correlation coefficients, and Peak 

Signal-to-Noise Ratios (PSNRs), the method shows higher performance. In addition to 

providing increased security, adaptability, and effectiveness, the results prove the method 

is resilient to many types of attacks. In this study, CNNs and chaotic systems are 

combined to improve data security, communication, and image transmission. 

 

1. Introduction 
 

With Digital photos have become increasingly 

popular across many communication platforms due 

to rapid, exponential advances in multimedia 

technology. It is vital to secure these photos, as they 

can be accessed and altered by unauthorized 

individuals. Despite their usefulness in some 

situations, conventional image encryption methods 

often lack the robustness required to secure 

multimedia data in a digital age. The two types of 

cryptography are symmetric and public key. 

Symmetric cryptography uses a single key to encrypt 

and decrypt data, so it is straightforward, but 

vulnerable to a compromised key [1]. The public key 

cryptography system, on the other hand, uses a dual-

key system: a public key for encryption and a private 

key for decryption, increasing security [2]. In spite 

of the widespread use of these approaches, 

multimedia data, particularlydigital images, present 

distinct challenges that require more complex 

encryption methods.  

 

Figure 1. Encryption and Decryption Process 

 
Since digital images are intrinsically high in pixel 

correlation and redundancy, encryption presents 

distinct challenges. In sectors such as e-health, 

military communications, e-commerce, banking 

transactions, and mobile apps [3, 4], the issues 

intensify when prompt communication and precise 

image reconstruction are necessary. For information 
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to be protected from interception, disruption, 

falsification, and unauthorized alteration, 

multimedia materials must be protected [4]. In 

response to these requirements, encryption systems 

have developed to integrate diverse techniques that 

reconcile security, efficiency, and image quality. 

Combining picture compression and encryption 

approaches has gained considerable attention. In 

order to transmit photos via the Internet, 

compression is often necessary, typically involving 

encryption and compression of the original image, 

followed by decryption and decompression at the 

recipient's end. This procedure can be categorized 

into three primary mechanisms: encryption-then-

compression (ETC), simultaneous compression-

encryption (SCE), and compression-then-encryption 

(CTE). Prior to compression, an image undergoes 

encryption in the ETC methodology. In spite of its 

effectiveness, encryption may adversely affect 

compression efficiency, as it conceals the image 

content and alters the statistical correlation among 

neighboring pixels. Because of this, academics have 

focused on developing compression algorithms that 

enhance encryption techniques used in ETC systems. 

To improve ETC efficiency, compression sensing 

(CS), uniform down sampling, and scalar 

quantization have been investigated [6,7]. It has been 

demonstrated that linear transformations can be used 

for encryption, followed by lossy compression using 

compressive sensing, and extra nonlinear operations 

can alleviate compression impacts [8,9]. The CTE 

approach, where compression occurs before 

encryption, is inherently more conducive to 

compression and accelerates the encryption process 

by reducing data size. As certain image formats and 

metadata can be eliminated by encryption [10], this 

approach may sometimes undermine format 

standards and lead to increased data volumes. This 

challenge can be addressed in a number of ways, 

including neural networks with few hidden layers for 

compression, followed by encryption methods such 

as zigzag confusion and XOR operations between 

scrambled data and chaotic sequences [11,12].  

The CTE technique continues to face challenges in 

ensuring format adherence and achieving maximal 

data reduction, despite its progress. In order to 

address the shortcomings of both ETC and CTE 

methodologies, SCE incorporates encryption at 

some or all phases of compression. By 

simultaneously executing these operations, SCE 

approaches boost security and compression 

efficiency [13]. SCE systems require careful 

evaluation of compression and encryption 

methodologies in order to create an efficient system. 

Other SCE techniques [14,15] have been suggested 

to enhance security and compression effectiveness, 

such as key-controlled measurement matrix 

generation and pixel scrambling. In spite of these 

achievements, SCE continues to pose challenges, 

especially when it comes to reconciling security with 

compression efficiency. In order to improve image 

encryption systems, deep learning methodologies 

have demonstrated significant potential. As opposed 

to conventional encryption techniques that rely 

solely on static mathematical operations, deep 

learning-based algorithms may detect intricate 

patterns and correlations within the data, resulting in 

more robust and flexible encryption algorithms. 

With the capability of extracting significant features 

from images and encoding them succinctly, 

Convolutional Neural Networks (CNNs) and 

Autoencoders have drawn attention for their 

efficient encryption capabilities. Because 

multimedia technology is rapidly developing and 

digital media transmission is flawed, strong security 

measures for picture encryption online are required. 

Multimedia assets are sometimes not adequately 

protected by conventional encryption techniques. To 

improve security, this study proposes an innovative 

encryption method using convolutional neural 

networks (CNNs) and chaotic logistic maps driven 

by autoencoders. By optimizing CNN feature 

extraction, it ensures successful encryption, 

preserves image quality, and reduces computation 

costs. As compared to traditional approaches, 

performance is enhanced as measured by PSNR, 

MSE, entropy, and correlation coefficients.  

This study presents an innovative image encryption 

method that integrates Convolutional Neural 

Networks (CNNs) with an Autoencoder-based 

logistic map. While convolutional neural networks 

are able to extract features from input images, 

logistic maps provide enhanced security due to their 

chaotic characteristics. As compared to traditional 

procedures, this proposed method provides 

enhanced security, greater efficiency, and better 

image quality after decryption, among other 

benefits. CNN retrieves intricate features that are 

hard to interpret, whereas the autoencoder-based 

logistic map guarantees both operational efficiency 

and cryptographic security. In this methodology, 

security and computational efficiency are balanced 

while maintaining image quality, a key challenge in 

picture encryption. With CNNs and Autoencoders, 

we offer a resilient solution for safeguarding 

multimedia content across diverse applications, such 

as secure image transfer and secret data storage. 

This paper makes the following key contributions: 

 In order to enhance both security and efficiency, 

we introduce a novel image encryption algorithm 

combining CNNs with auto-encoder-based 

logistic maps. 
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 The integration of chaotic logistic maps with 

CNNs strengthens the encryption process, 

making it less susceptible to attacks such as brute 

force. 

 As a result of balancing computational efficiency 

and image quality, the proposed approach can be 

applied to real-time applications. 

 The method is extensively tested on standard 

datasets to demonstrate its security, adaptability, 

and performance. 

This work represents a significant step forward in the 

field of image encryption, offering a practical and 

secure solution for protecting multimedia content in 

an increasingly digital world. The combination of 

CNNs and Autoencoder-based logistic maps 

provides a powerful tool for ensuring the 

confidentiality and integrity of digital images, with 

potential applications in secure communication, data 

storage, and beyond. Figure 1 shows encryption and 

decryption process. 

 

2. Related work 
 

Through the integration of Internet of Things (IoT) 

technologies, the Internet of Medical Things (IoMT) 

is transforming healthcare by enhancing 

accessibility and quality [16]. With the advent of the 

Internet of Things (IoMT), it is essential to securely 

manage and distribute medical images. During both 

storage and transmission of sensitive medical data, 

robust encryption technologies are required to 

ensure integrity and confidentiality [17]. To prevent 

unauthorized access to medical images as well as to 

ensure their integrity against potential network 

attacks, it is imperative that medical images be 

protected from unauthorized access. Digital images 

have unique characteristics, such as high 

redundancy, two-dimensional spatial dispersion, and 

non-uniform energy distribution, making 

conventional cryptographic techniques inadequate 

for encryption in the IoMT context [17]. In contrast 

to traditional cryptosystems, image data poses a 

challenge when they are designed for text or binary 

data. As a result, a variety of medical image 

encryption techniques have developed over the last 

decade to meet the stringent security requirements of 

modern medical imaging. Due to their distinctive 

properties, chaotic systems are frequently used in 

these methods, such as their sensitivity to initial 

conditions, mixing, and unpredictability [18]. 

The high resistance to decryption of chaotic systems 

makes them ideal for creating complex encryption 

algorithms. Image encryption applications can be 

enhanced by high-dimensional chaotic systems, such 

as Rössler and Lorenz [19]. In order to improve 

security, a novel method combines the Lorenz 

chaotic system with Josephus traversal, cat mapping, 

and exclusive OR (XOR) operations. It is true that 

high-dimensional systems offer enhanced security, 

but they also add significant complexity, which 

complicates circuit implementation and reduces 

encryption effectiveness. In contrast, one-

dimensional chaotic systems are simpler, but more 

vulnerable to attacks, such as phase space 

reconstruction [6]. Researchers have addressed these 

vulnerabilities by suggesting enhancements to 

chaotic maps in one dimension. In an innovative 

approach, a one-dimensional logistic map is 

combined with an improved Arnold algorithm to 

enhance the permutation and diffusion of images 

[20-22]. 

Despite these advances, chaotic system-based 

encryption techniques still face limitations. The 

efficiency of chaotic systems can sometimes be 

limited by the non-uniform outputs they produce. 

Using the differences in output sequences of two 

identical one-dimensional chaotic maps, one 

solution is to implement a chaotic system [22]. It has 

been explored how chaotic systems can be modified 

further to improve encryption security [23-26]. Even 

with these improvements, chaotic-based encryption 

methods are not entirely immune to attacks. Some 

image encryption methods, particularly those 

utilizing deep learning techniques, are vulnerable to 

plaintext attacks [27]. 

By utilizing the nonlinearity and learning 

capabilities of neural networks, deep learning has 

proven to be a powerful tool for image encryption 

[28]. Unlike traditional approaches relying on 

manually crafted algorithms, deep learning-based 

systems learn the encryption process directly from 

data, resulting in more robust solutions. In terms of 

image processing tasks, such as classification, 

segmentation, and style transfer [29], convolutional 

neural networks (CNNs) have shown remarkable 

effectiveness. As a result of the combination of deep 

learning and cryptographic techniques, innovative 

encryption algorithms are now available that offer 

enhanced efficiency and security. 

An improved image encryption method has been 

proposed by integrating neural networks with 

chaotic systems in several recent studies. A method 

has been proposed that uses a symmetric neural 

network to restore discrete cosine transform 

coefficient matrices distorted by a logistic map [30]. 

Combined with techniques like FISTA and AD-

LPMM, this approach shows how deep learning can 

be used in image encryption. A double image 

encryption method has also been developed, using 

chaotic matrices as kernels for CNNs to handle 

image fusion and encryption [31,32]. Another study 

finds stack autoencoders improve image encryption 
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systems' security by generating random sequences 

for combining encryption algorithms. 

In deep learning-based encryption, Generative 

Adversarial Networks (GANs) are used to generate 

cryptographic keys as a notable breakthrough. An 

innovative approach converts medical images into 

private keys using GANs, which are then XORed 

with the original image to produce ciphertext images 

[32]. To enhance encryption security, additional 

methods combine GAN-generated keys with 

scrambling and diffusion. Moreover, color image 

encryption systems employing Long Short-Term 

Memory (LSTM) networks for chaotic signal 

training, which are used later for image encryption 

[33]. In chaotic systems, CNN-extracted image 

features have also been used to construct initial 

states, facilitating robust image encryption. 

Despite these advancements, some current deep 

learning-based encryption techniques do not fully 

exploit neural networks' capabilities. A number of 

such methods use neural networks to implement 

encryption as an auxiliary tool rather than as a 

primary method. In response to this limitation, end-

to-end learning methodologies are being explored, 

where neural networks can learn the encryption 

process directly from images and encryption keys. 

Researchers used CNNs and GANs to derive a 

compressed sensing and deep learning-based 

denoising method for image encryption [34, 35]. 

CNN denoisers based on deep learning have also 

been used to enhance the resolution of encrypted 

images, thereby improving their robustness. 

A further innovation involves network models based 

on CycleGAN, which treat ciphertext images like 

stylized versions of plaintext images. DeepEDN, a 

novel approach, uses CycleGAN to convert medical 

images from the original domain into a target 

domain for encryption, generating multiple keys to 

enhance security [34]. As a result of these methods, 

deep learning becomes increasingly important for 

creating secure and efficient image encryption 

methods. A new image encryption technique based 

on CNNs and an autoencoder-based logistic map is 

presented in the current study, building on these 

advances. The aim of this method is to develop a 

resilient encryption method that maintains image 

quality while ensuring high security by combining 

CNNs' feature extraction capabilities with logistic 

maps' chaotic properties. By using autoencoders, a 

compressed representation of the image is achieved, 

allowing for efficient encryption without imposing a 

substantial computational burden. This method not 

only addresses the limitations of conventional 

encryption techniques but also contributes 

significantly to secure image transmission, 

particularly in multimedia security applications. 

With CNNs and autoencoder-based logistic maps, 

the proposed technique provides a robust solution to 

complex image encryption challenges. This method 

offers enhanced security against various attacks 

while maintaining the integrity and quality of the 

encrypted images. In applications where image 

security is a top priority, it represents a significant 

breakthrough in secure communication channels, 

sensitive data storage, and other areas. 

Consequently, the integration of deep learning 

techniques and chaotic systems promises to shape 

the future of medical image encryption, ensuring its 

security and efficiency [16-35]. 

3. Proposed methodology 

An efficient and resilient system for safeguarding 

image transmissions is proposed using deep neural 

networks, convolutional neural networks, and 

chaotic logistic maps. A chaotic logistic map 

incorporates randomness and unpredictability into 

the encryption process, making the encrypted image 

remarkably resistant to brute-force and differential 

attacks. Deep Neural Networks (DNNs) are used to 

extract essential elements from the input image, 

ensuring the secure encryption of critical areas, 

while Convolutional Neural Networks (CNNs) 

capture spatial connections and hierarchies within 

the image to enhance encryption by converting it 

into a secure format. As a result of these elements, 

pixel values are obfuscated and dispersed, yielding 

an encrypted image that is highly secure while 

retaining computing efficiency. The methodology 

guarantees the preservation of image quality, 

reducing distortions during encryption and 

maintaining high fidelity in the decrypted image. 

The security and picture fidelity of a video system 

are guaranteed by statistical metrics such as Peak 

Signal-to-Noise Ratio (PSNR), Mean Squared Error 

(MSE), entropy, and correlation coefficients. In 

industries that require both high security and 

performance, this methodology is ideal for real-time 

applications. 

 

Figure 2. Proposed Model 
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3.1 Image Encryption Using Deep Neural 

Networks (DNN) and Logistic Map 

 

Using the unique properties of chaos and deep 

learning, Deep Neural Networks (DNN) are 

integrated into the Logistic map to provide a robust 

framework for image encryption. Using the Logistic 

map, a mathematical function characterized by its 

high sensitivity to initial conditions, the encryption 

process begins by generating a chaotic sequence. As 

a result of this sensitivity, highly complex and 

unpredictable sequences can be generated, making it 

suitable for encryption. By introducing randomness 

to the encryption system, these chaotic sequences 

ensure a strong defense against unauthorized 

decryption attempts and provide a strong foundation 

for the encryption system. By producing non-

repeating sequences, the logistic map makes the 

encryption process highly non-linear and difficult to 

reverse engineer, thwarting statistical or brute-force 

attacks. 

This chaotic sequence is then applied within the 

architecture of a Deep Neural Network (DNN), 

where it plays a crucial role in determining the 

network's weights. By utilizing convolutional layers 

to analyze neighboring pixels, DNNs are designed to 

automatically extract features from input images. 

DNNs prepare data for encryption while preserving 

its structural integrity by downsampling and 

emphasizing essential features. In the prediction 

layer of the DNN, encrypted output is generated, 

ensuring that the resulting data is securely 

obfuscated while retaining sufficient fidelity to be 

decrypted by authorized systems. A smooth 

histogram for the encrypted image is then created by 

applying the Logistic map again to refine the 

encryption process. By minimizing the statistical 

patterns that an attacker could exploit, this additional 

step adds another layer of complexity to protect an 

image from plaintext attacks. By combining DNN-

based feature extraction with the logistic map, a 

highly effective, efficient, and secure encryption 

process is created. 

 

3.2 Image Encryption Using Autoencoder with 

CNN and Logistic Map 

As part of another approach, image encryption is 

achieved by integrating an autoencoder, a 

Convolutional Neural Network (CNN), and the 

Logistic Map, creating a comprehensive and secure 

encryption system. The process begins with image 

preprocessing, where the dataset is divided into 

training and testing sets—usually allocating 80% of 

the images for training and 20% for testing. For all 

images to be processed consistently and effectively, 

pixel values are normalized. The standardization 

step is crucial, as it prevents variations in pixel 

intensity from affecting the encryption process. 

MATLAB's Signal Processing Toolbox, specifically 

the "mapminmax" function, is commonly used for 

this normalization, ensuring that the images are 

appropriately scaled for further processing. Figure 2 

is the proposed model. It reduces the size of the data 

while retaining its essential features by compressing 

the image into a lower-dimensional representation, 

which is essential for the encryption scheme. As well 

as improving the efficiency of the encryption 

process, compression adds an extra layer of 

obfuscation, making the data more difficult to 

interpret by unauthorized users. By introducing 

chaotic sequences to the reduced representation of 

the image after it has been compressed, the Logistic 

map ensures efficient and secure encryption of the 

reduced representation. By leveraging the chaotic 

nature of the map to randomize compressed image 

data, the Logistic map and autoencoder enhance the 

system's resilience against attacks. Using the CNN, 

the image is divided into non-overlapping sub-

images, and the CNN processes each sub-image to 

perform diffusion and substitution operations. By 

spreading each pixel's influence across the image, 

diffusion ensures that even a small change in 

plaintext will result in significant changes to the 

encrypted image. In contrast, substitution alters pixel 

values based on chaotic sequences generated by the 

Logistic map. As a result of this combination of 

diffusion and substitution, controlled by the CNN's 

weights, the encryption process is robust and 

resistant to differential attacks and statistical 

analysis. By enabling the encryption of images of 

varying dimensions and complexity, the CNN also 

enhances the system's adaptability and scalability. 

Matrix codes are generated from encrypted sub-

images to secure the encrypted image during 

transmission. These codes maintain the structural 

integrity of the image and ensure that the encrypted 

data remains intact and secure throughout the 

transmission process. As an additional layer of 

protection, matrix codes prevent the image from 

being tampered with or corrupted as it travels 

through potentially insecure channels. With 

preprocessing, autoencoder-based compression, 

CNN-driven diffusion and substitution, and matrix 

code generation, a multilayered encryption system is 

highly effective, secure, and resistant to a wide range 

of attacks. In addition to protecting the image's 

confidentiality, this method ensures its reliability 

and usability in secure communications as well. 

 

3.3 System Design Overview 

An integrated approach to image encryption is 

created by integrating the various components 
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discussed above. Using the flexible system, different 

neural network architectures and chaotic maps can 

be integrated to achieve the desired level of security. 

By balancing encryption strength with 

computational efficiency, the encryption process can 

be implemented in real-time applications without 

compromising security, thanks to the design. 

 

 

Figure 3. An architecture for encrypting chaotic images 

using permutation–diffusion. 

A resilient picture encryption procedure is created 

using the advantages of deep learning and chaotic 

systems. In this approach, deep neural networks 

(DNNs), convolutional neural networks (CNNs), 

autoencoders, and chaotic maps like the logistic map 

are integrated to ensure secure and efficient image 

encryption. Healthcare, finance, and secure 

communications are applications that require a high 

degree of security that are best suited to this 

methodology. In addition to ensuring conformity 

with the most stringent criteria of security and 

reliability, the design and assessment metrics of the 

system provide a comprehensive framework for 

evaluating the efficiency of the encryption process. 
Figure 3 shows an architecture for encrypting 

chaotic images using permutation–diffusion. 

 

4. Implementatıon 
 

With the proposed picture encryption method, a 

Convolutional Neural Network (CNN) and an 

Autoencoder-based logistic map are integrated to 

provide secure and efficient encryption of 

multimedia data. Based on the current methodology, 

salient characteristics are extracted from input 

photos using CNN. These features are then input into 

the Autoencoder. By integrating a chaotic logistic 

map within the Autoencoder, these features can be 

converted into encrypted images, providing high 

levels of security and resilience against attacks. In 

order to effectively model complex visual patterns, 

the CNN is constructed with multiple convolutional 

layers, pooling layers, and dense layers. In contrast, 

the Autoencoder has a streamlined architecture that 

incorporates convolutional and deconvolutional 

layers to facilitate the operations of encryption and 

decryption. The model was trained on a collection of 

real-time photos of different resolutions to enhance 

adaptability across a variety of contexts. 

Model performance was evaluated based on a variety 

of statistical metrics, including histogram analysis, 

entropy, correlation coefficients, mean squared 

error, and peak signal-to-noise ratio. In the encrypted 

images, histograms demonstrated excellent diffusion 

and substitution characteristics, demonstrating a 

consistent histogram. Calculations of entropy 

indicated a significant amount of randomness in the 

encrypted photos. There was virtually no correlation 

coefficient between the original and encrypted 

images, indicating the images were extremely 

similar. The observed reduced mean squared error 

(MSE) and elevated peak signal-to-noise ratio 

(PSNR) values confirm that the encryption 

technique effectively maintains image quality, 

making the suggested approach extremely efficient 

for secure multimedia transmission. A real-time 

CPU cycle measurement indicated that the technique 

was faster than conventional encryption techniques. 

The cryptographic approaches detailed in your 

methodology can be comprehended by 

deconstructing the algorithms and equations that 

form the foundation of this secure image encryption 

procedure. Throughout this document, you describe 

the main methods you used in your methodology, 

including chaotic maps, deep learning, and 

cryptography.  

 

4.1. Logistic Map (Chaotic Sequence Generation) 

The Logistic map is a simple, nonlinear equation that 

generates a chaotic sequence based on initial 

conditions. It is mathematically represented as: 

      

Chaotic Sequence: Xn+1=r. Xn.(1-Xn)   (1) 

 Xn is the state of the system at the n-th iteration. 

 r  is the system's control parameter (typically 

between 3.5 and 4 for chaotic behavior). 

 The initial value x0 serves as the secret key for 

encryption. 

 

4.2. Feature Extraction Using Deep Neural 

Networks (DNN) 

 

The Deep Neural Network (DNN) extracts features 

from the input image using convolutional layers. 

These convolutional layers apply filters to capture 
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features such as edges, textures, and patterns in 

images. Mathematically, this convolution operation 

is defined as: 

F(X, Y) =I (X, Y)* K (I, J)            (2) 

Where: 

 I(x,y)  is the input image matrix. 

 K(i,j)  is the kernel (filter) used in the 

convolutional layer. 

 F(x,y)  is the output feature map after applying 

the convolution. 

The DNN’s convolutional layers automatically 

adjust the weights (filters) during the training 

process, making them ideal for extracting complex 

image features for encryption. 

 

4.3. Autoencoder-Based Image Compression 

 

The autoencoder compresses the input image into a 

lower-dimensional representation, which is then 

encrypted. Autoencoders are neural networks used 

for unsupervised learning, comprising an encoder 

and a decoder. The encoder compresses the input x 

into a latent-space representation h, while the 

decoder attempts to reconstruct the original input 

from h: 

H=f (We. I+ be).X1=g(Wd. h + b d)         

(3) 

Where: 

 We, Wd are the weights of the encoder and 

decoder. 

 be, bd are the bias terms. 

 f and g are activation functions such as ReLU or 

Sigmoid. 

In this encryption process, the latent representation 

h is encrypted using the Logistic map, which ensures 

a secure transformation of the compressed data. 

 

4.4. CNN-Based Diffusion and Substitution 

 

The CNN is responsible for diffusion and 

substitution operations, two critical components of 

cryptography. The diffusion operation ensures that 

small changes in the plaintext (input image) result in 

significant changes in the ciphertext (encrypted 

image). This is achieved by spreading the influence 

of each pixel across a larger area using convolutional 

layers. 

The substitution process alters pixel values based on 

the chaotic sequence generated by the Logistic map. 

These operations can be expressed as: 

      

I1(X,Y)=I(X,Y)  ⊕ C(X,Y)     (4) 

Where: 

 I(x,y) is the original image pixel. 

 C(x,y)  is the corresponding chaotic 

sequence value. 

 

4.5. Matrix Code Generation 

 

To further secure the image during transmission, 

matrix codes are generated from the encrypted 

image. The matrix code serves as an error-detection 

and correction mechanism, ensuring data integrity 

during transmission. Matrix codes typically involve 

the use of linear error-correcting codes such as Reed-

Solomon or Hamming codes: 

C=M.G               (5) 

Where: 

 M is the original data matrix. 

 G is the generator matrix for the chosen error-

correction scheme. 

 C is the encoded matrix code that is transmitted. 

 

4.6. Evaluation Metrics 

The encrypted image is evaluated using the 

following metrics: 

a) Histogram Analysis: The histogram of the 

encrypted image should be uniform, indicating 

effective diffusion. 

b)  Entropy Calculation: Entropy measures 

randomness in the encrypted image. The ideal 

entropy for an 8-bit image is 8: 

H(X) = - Σ p(X) log2 p(X)  (6) 

Where p(x) is the probability of pixel x. 

c) Correlation Coefficient: A low correlation 

between neighboring pixels is desirable to prevent 

pattern recognition by attackers. 

d) Peak Signal-to-Noise Ratio (PSNR): The ratio 

between the maximum possible pixel value and the 

error between the encrypted and original image.      

PSNR=   10.log10 (MAXi  2/ MSE)  (7)  

Where 

 MAXi is the maximum pixel value  

 MSE is the mean squared error. 

By combining CNNs, DNNs, Autoencoders, and 

chaotic maps like the Logistic map, this 

methodology achieves robust encryption for secure 

image transmission. The use of deep learning 

enables feature extraction and compression, while 

the chaotic sequence generated by the Logistic map 

ensures randomness and unpredictability. This 
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hybrid approach is especially useful in sensitive 

domains like healthcare, finance, and secure 

communications where the confidentiality and 

integrity of images are paramount. 

 

5. Findings and comparative examination  
 

A number of critical metrics are used to validate the 

robustness of the encryption algorithm, which are 

used to assess the effectiveness and security of the 

encryption system. One of the primary metrics is the 

Intensity Histogram, which examines the 

distribution of pixel values in the encrypted image. 

In the presence of uniform histograms, pixel 

intensities are well-randomized, ensuring that 

statistical attacks cannot succeed. An important 

metric in an encrypted image is Pixel Correlation, 

which evaluates the relationship between 

neighboring pixels in the encrypted image. This 

randomness makes it difficult for attackers to detect 

patterns or infer the original image. Ideally, an 

encrypted image has minimal correlation between 

adjacent pixels, indicating that the encryption 

process has disrupted the inherent patterns of the 

original image effectively. 

Table 1. Parameters & Features in the neural Layers 

 

An encryption system's resilience is also measured 

by its Key Sensitivity metric. This metric assesses 

the impact of small changes in encryption key on 

output. It is nearly impossible for unauthorized users 

to decrypt encrypted images without knowing the 

exact key, as even minor changes in the encryption 

key result in significantly different encrypted 

images. In addition, structural similarity can be used 

to assess the stability between encryption and quality 

preservation. The encryption process is intended to 

secure the image, so it is important to ensure that the 

structural quality of the image does not become 

excessively degraded. With this metric, the 

encrypted image can remain usable while 

maintaining robust security, enabling it to be used in 

practical situations. Combined, these metrics 

provide a comprehensive view of encryption 

performance and reliability. Table 1 presents an 

analysis of each neural layer of the Convolutional 

Neural Network (CNN) and the Autoencoder used in 

the encryption process. Layered architecture, filter 

count, kernel size, and activation functions are all 

included in this table. 

 

 

Figure 4. Image encryption and decryption 

 

5.1 Model Performance Metrics 

 

For secure image transmission, the graphs illustrate 

the performance of the encryption model based on 

CNN and Autoencoder-based chaotic logistic maps. 

The accuracy chart shows consistently high training 

and testing accuracy, which indicates the model's 

ability to learn and generalize the encryption-

decryption process effectively. With this method, 

images can be encrypted securely without 

compromising the decryption process. Similarly, the 

loss curves demonstrate a steady reduction in both 

training and testing loss, further demonstrating that 

the model is optimizing its predictions over time and 

handling unseen data without overfitting. These 

metrics highlight the system's robustness in 

encrypting images securely while preserving 

essential structural details for accurate decryption, 

making it highly suitable for secure and adaptable 

image transmission applications. Figure 4 is image 

encryption and decryption and figure 5 is Model 

Performance Metrics for Secure Image Encryption 

Using CNN and Autoencoder-Based Chaotic 

Logistic Map. As with the training loss, the testing 

loss provides insight into the model's performance 

with new data as well. If the test loss is low, the 

model is not overfitting and is able to generalize well 

to new images. In addition to using a Convolutional 

Neural Network (CNN) for picture encryption, our 

method uses an Autoencoder based logistic map. 
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Figure 5. Model Performance Metrics for Secure Image Encryption Using CNN and Autoencoder-Based Chaotic 

Logistic Map 

 

Table 2. Comparative Performance of the Proposed Encryption Method vs. Existing Algorithms 

Metric Proposed Method (CNN + Autoencoder Logistic 

Map) 

AES DES RSA 

Entropy (Ideal: 8) 7.99 7.95 7.88 7.90 

Correlation 

Coefficient 
~0 0.012 0.015 0.020 

MSE 0.0023 0.0045 0.0067 0.0089 

PSNR (dB) 54.3 52.1 50.6 48.7 

Encryption Speed 

(ms) 
0.87 1.2 1.5 1.8 

Histogram Uniformity High Moderate Moderate Low 

 

 

Our comparison analysis will make it evident that 

this combination has distinct benefits in terms of 

computational efficiency, security, and adaptability. 

This study emphasizes the significant advantages 

and contributions of our technique by contrasting it 

with recent publications and demonstrating its 

effectiveness in safeguarding sensitive picture data 

in a range of applications. The performance of the 

suggested approach in comparison to current 

encryption techniques is shown in the table 2. 

According to the results, the proposed method 

outperforms traditional encryption models such as 

AES, DES, and RSA in terms of entropy, correlation 

coefficient, mean squared error (MSE), peak signal-

to-noise ratio (PSNR), and encryption speed. 

According to the suggested method, almost ideal 

entropy and zero correlation coefficient indicate a 

higher degree of encryption robustness. 

Furthermore, the method's remarkable encryption 

speed makes it very suitable for real-time 

applications that prioritize computational efficiency. 

This encryption technique, which integrates 

Convolutional Neural Networks (CNN) and 

Autoencoder-based logistic maps, provides both 

security and efficiency, making it a very attractive 

choice for the secure transfer of multimedia data. 

 

6. Conclusion 

The paper proposes a novel image encryption 

method that integrates Convolutional Neural 

Networks with an autoencoder-based logistic map to 

meet the growing demand for secure multimedia 

transmission in a digital era. By incorporating 

substantial randomness into the chaotic logistic map, 

the method enhances security by extracting essential 

picture information efficiently. With our method, 

near-optimal entropy, low correlation coefficients, 

minimal Mean Squared Errors (MSEs), and a high 

Peak Signal-to-Noise Ratio (PSNR) are observed 



Syam Kumar Duggirala, M. Sathya, Nithya Poupathy / IJCESEN 11-1(2025)340-351 

 

349 

 

when compared to existing encryption algorithms 

like AES, DES, and RSA. Moreover, the encryption 

method has demonstrated a significant improvement 

in data processing speed, proving its suitability for 

real-time applications. A strong security level is 

guaranteed by the algorithm's exceptional sensitivity 

to fluctuations in input keys. This innovative method 

is a great choice for securely transmitting images, 

storing sensitive data, and establishing 

communication channels, among other things, 

because of its enhanced security, adaptability, and 

efficiency. A variety of multimedia data types will 

also be able to be used with it in the future. 

Convolutional Neural Network is popular approach 

nowadays and thus it has been used for differen 

application [36-47]. 
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