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Abstract:  
 

Groundnut is a significant capital crop grown across over 100 nations worldwide, with 

India being one of the top producers, including an average yield of 756 kg/ha. The 

groundnut plant is prone to diseases and viruses which induce damage in the plant, 

stems, including roots, which reducing output. Early detection, identification, as well as 

treatment may significantly decrease overall ecological and economic losses. This paper 

proposed an Augmented Capsule Neural Network (Aug- CapsNet) for classifications 

and risk stratification estimation in plants. The first approach is designed to diagnose 

plant diseases using images from plant leaf. Image Enhancement is done by combining 

the Discrete Fourier Transform (DFT) as well as Thresholding techniques. The Second 

job is to classify plant leaves. The presented architecture is validated using Plant 

Village datasets, which includes over 50,000 images representing diseased as well as 

normal plants. While compared to previous plant disease classification techniques, the 

Aug-CapsNet model shows significant gains in prediction accuracy. The generated 

model's experimental outcomes obtained an overall evaluation accuracy of 96.07%, 

with an F1 score of 95.15%. 

 

1. Introduction 
 

The groundnut plant is susceptible to a variety of 

diseases, including those that are caused by fungus, 

soil-borne organisms, and viruses. The detection 

and identification of leaf diseases at an early stage 

is required to prevent the further spread of infection 

and also contributes to the production of the highest 

possible yield. The identification and categorization 

of groundnut leaf diseases by naked eye inspection 

by an expert is a time-consuming and costly 

process, especially in underdeveloped nations. 

Attacks from diseases are among the most 

significant elements that contribute to poor yield. 

The plant illness, which may be caused by fungus, 

bacteria, or viruses [1]. The illness that affects the 

leaf fully degrades the leaf's quality. The disease 

known as cercospora affects ground nuts often. It is 

some of the types of diseases that might affect 

ground nut leaf in its early stages. During the pre-

processing phase, the median filter is used because 

it has the maximum PSNR value. This is done with 

the intention of reducing the amount of noise that is 

present in the groundnut dataset. The percentage of 

greenness in groundnut leaves was determined 

using color characteristics, and it was discovered 

that this percentage is directly linked to the amount 

of nitrogen (N) nutrient [2]. Disease is the most 

important factor that ultimately results in a lower 

yield. The groundnut plant is susceptible to diseases 

caused by fungus, viruses, and soil-borne 

organisms. When dealing with huge datasets, 

calculating the ideal solution is quite time-

consuming, which brings the overall performance 

of the system down. 

Peanuts are susceptible to two of the most serious 

and destructive fungal foliar diseases: early leaf 

spot and late leaf spot. Peanut infections have been 

linked to significant economic losses, which 

emphasizes the need for more effective diagnostic 

technologies to be developed. In this work, the 

early identification of peanut leaf spot was 
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accomplished by the use of point & image 

spectroscopy as well as thermal imaging. There is a 

large amount of variation in the spectral reflectance 

variables depending on the health status [3]. The 

leaves of the peanut plant that was healthy 

exhibited a reflection that was decreasing in 1015 

nm, but the leaves of the peanut plant that was 

highly damaged showed a reflection that was 

growing. The oil that is extracted from the 

groundnut is often used in the culinary industry as 

well as in the treatment of obesity, and the fats 

extracted from the groundnut are frequently utilized 

in the manufacture of soaps. Diseases of many 

types, including fungus, viruses, and bacteria, have 

an impact on the production of groundnuts. As a 

result, the leaf, root, and stem of the groundnut 

plant get infected with various diseases, which 

results in a significant decrease in yield [4]. 

Traditional plant disease diagnostic techniques are 

primarily reliant on expert diagnosis, which may 

easily lead to a backwardness in crop disease 

management & field management. The indications 

of plant illnesses may be seen in a variety of areas 

of a plant; nevertheless, it has been discovered that 

the leaves are the portion of a plant that is most 

often studied for identifying an infection. As a 

result, researchers [5] have sought to automating 

the process of disease identification and 

categorization in plants by utilizing photographs of 

leaf lesions. Several works made efficient use of 

computer vision technology and contributed 

significantly to the advancement of this field. 

A significant amount of food and oil may be 

extracted from groundnuts. On the leaf section of 

the groundnut plant are the principal illnesses that 

are occurring. The illnesses that affect the leaf will 

have a significant influence on the overall quality, 

and the yield of groundnuts will also suffer as a 

result. Peanuts are a significant kind of commercial 

crop & oil crop, and the leaves are home to several 

illnesses that are visible to the naked eye. It is very 

important to appropriately identify the leaf disease 

that peanuts are susceptible to [6]. When it comes 

to the identification of photos of peanut leaf 

disease, the CNN have a significant impact. Disease 

is almost always to blame for a decline in the 

quality & quantity of agricultural goods, most 

notably peanuts and ground nuts. Deep learning, 

which is a kind of machine learning, might be used 

to automatically identify and diagnose the problem. 

It is recommended that the pooling layer be 

removed from the design and spatial information be 

sent across levels using capsules. This would allow 

the Capsule Network (CapsNET) to solve the 

limitation. The harvesting and production of 

agricultural crops may be negatively impacted by 

diseases that are ubiquitous and widespread on 

plant leaves [7]. Crop diseases are a crucial factor 

in Africa's high rate of food insecurity, as well as 

malnutrition and poverty, all of which are caused 

by the continent's predominant agricultural 

industry. It is common practice to manually identify 

plant diseases; however, these approaches are 

restrictive, inefficient, expensive, and time-

consuming. As a result, there is a growing need for 

the development of automated and effective ways 

of identification. 

Evaluation of performance is an essential 

component of deep learning (DL), and it must be 

carried out with extreme care in order to improve 

confidence and dependability. There are many 

different measures that may be used to assess DL 

models; however, picking the right one for a 

particular model is not easy since there is no "one 

size fits all" approach. Within the realm of practical 

application, the assessment measure that is most 

often used to capsule networks is accuracy. Plant 

diseases have a negative impact, both quantitatively 

and qualitatively, on the total amount of food that 

can be produced [8]. Plants may be infected by a 

wide variety of pathogens. Excitation Networks, 

prior to being processed by the first generation of 

Capsule Networks (CapsNet), which is responsible 

for categorization. 

 

2. Related Works 

 
The groundnut plants consist of a number of 

phases, such as image capture and image 

processing, which is based on a method that 

automatically recognizes and classifies the 

groundnut leaf diseases. The procedure that has 

been suggested [9] The H2K algorithm is a 

combination of the Harris corner detector, the 

Histogram on Oriented Gradient (HOG) classifier, 

and the KNN classifier, and it was developed to 

accurately identify and classify groundnut leaf 

diseases. The streamlined processing pattern 

includes four primary stages of progression. At 

first, a color renovation framework that will be used 

for the RGB image that will be input is generated. 

After that, the RGB is converted into HSV since 

RGB is used for color creation and HSV is used for 

color description [10]. The next stage is the 

separation of the planes. The color characteristics 

were then carried out. 

The percent of greenness in groundnut leaves was 

determined using color characteristics, and 

researchers discovered that it is directly linked to 

the amount of nitrogen (N) nutrient [11]. The 

software program to robotically identify and 

categorize groundnut leaf illnesses is provided to us 

in this work [12], which we may get here. The 

output of the crops will increase as a result of using 
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this strategy. Image capture, image preprocessing, 

segmentation, feature extraction, and classifier 

utilizing KNN are some of the processes that it 

consists of. 

When dealing with huge datasets, calculating the 

ideal solution is quite time-consuming, which 

brings the overall performance of the system down. 

IoT-based real-time automated detection and 

classification approach of groundnut leaf disease 

utilizing hybrid machine learning techniques is 

suggested in this research [13] as a solution to these 

challenges. In this work, the early identification of 

peanut leaf spot was accomplished by the use of 

both point and image spectroscopy as well as 

thermal imaging [14]. There is a large amount of 

variation in the spectral reflectance variables 

depending on the health status. 

The quantity of groundnut leaf diseased images for 

the training and testing procedure is chosen from 

the dataset of plant villages, and it is employed 

[15]. For training on the dataset, the stochastic 

gradient decent momentum technique is applied, 

and its results have proven that it performs more 

effectively than the suggested DCNN. A plant 

disease detection and classification approach that is 

based on the optimized lightweight YOLOv5 model 

is presented in this study [16] in order to increase 

the speed of disease classification as well as the 

accuracy of disease classification. 

Therefore, researchers have sought to automated 

the process of disease identification and 

categorization in plants by utilizing photographs of 

leaf lesions. Several works made efficient use of 

computer vision technology and contributed 

significantly to the advancement of this field. The 

aim of this publication [17] is to shed light on a 

variety of essential research elements by providing 

a summary of the benefits and drawbacks of all 

such investigations. In this study, artificial 

intelligence is used to detect the illness that affects 

groundnut leaves [18]. This is done with the goal of 

reducing the number of diseases that develop and 

the problems that are caused by diseases. 

However, when the images are processed, it is 

simple to lose the spatial links between them, and 

CNNs are unable to tackle the issue of rotational 

invariance in an effective manner [19]. The 

decision of which capsule may be sent on to a 

higher level capsule is the central focus of dynamic 

routing. However, research and development on 

this technology have not yet been carried out in the 

context of the peanut leaf spot disease [20]. One of 

the reasons for this is that there is not yet sufficient 

data available to be used in the process of training 

and validating the model. For the purpose of 

determining the accuracy and precision of the 

findings, a confusion matrix was used. 

The objective of the CapsNET model [21] was to 

determine how applicable different feature learning 

models are used to boost the learning capacity of 

DL models by measuring the applicability of these 

models.The results of the experiments [22] show 

that the proposed 5DB-DenseConvNet performs 

better and is more reliable than previous transfer 

learning systems when it comes to detecting plant 

diseases. This study [23] may be applied to other 

crops and has the potential to serve as a valuable 

tool for the identification of plant diseases that 

cannot be noticed under circumstances of poor 

weather and poor light. 

Traditional manual diagnosis issues from poor 

accuracy and leads to inefficient use of personnel 

[24], both of which are caused by the low amount 

of professional knowledge held by plant producers. 

In order to remedy the issue of tilted data 

distribution, the data balancing algorithm was put 

into action. Within the realm of practical 

application, the assessment measure that is most 

often used to capsule networks is accuracy. This 

causes issues for applications that are very sensitive 

[25,26]. The metrics are useful for assessing the 

actual performances of the models in terms of 

precision (93.03% for the proposed model), and 

they do so effectively. 

On the tomato dataset, the suggested model (26), 

which had an overall test accuracy of 98.80%, beat 

a baseline CapsNet by 8.37%, making it 

comparable to state-of-the-art models that were 

trained on the same datasets. The authors of this 

research [27] present a new method for the 

computing of features that is based on Squeeze & 

Excitation Networks. The main distinguishing 

characteristics are then included into the ensemble 

baggage tree classifier for the purpose of 

completing the recognition [28]. 

 

3. Proposed Methodology 

 
This research paper's primary contribution 

comprises the following: The images were 

accurately pre-processed as well as changed to 

PNG format. Image procedures such as the Discrete 

Fourier Transform are used to the RGB image 

dataset. Image Enhancement like Thresholding 

methods were performed, and also the images 

throughout the groundnut plant dataset were 

refined. The Aug-CapsNet is developed, and also 

the source images were classified either normal or 

diseased. The effectiveness of the Aug-CapsNet in 

classifying, the input images from several datasets 

produced using different techniques for image 

processing was analyzed and contrasted using 

performance measures. 
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3.1 Discrete Fourier Transform  

 

The Fourier Transform is a well-known approach 

for image processing that separates an image into 

sine and cosine components. When a picture is 

provided in the spatial domain, the Fourier 

transform transforms it into the frequency domain. 

The central part of Fourier space represents low 

frequency, whereas the peripheral section 

represents high frequency. Typically, a pixel in a 

picture is represented as a frequency range between 

0 and 20,000 Hz with 1Hz spacing between them. 

The RGB picture is converted into a grayscale 

image using the following equation. 

 
𝑋 = ((0.2 × 𝑟) + (0.58 × 𝐺) + (0.12 × 𝑏))            (1) 

 

The calculation for encoding continuous frequency 

pictures, 

 

𝑥(𝑓) =  ∫
𝑝

0
𝑥(𝑡)𝑒−𝑗𝜖𝑘𝑡𝑑𝑡             (2) 

 

Where f represents frequency levels ranging from 

(−∞, … … + ∞).The image's frequency value is 

amplified by a sinusoidal expression represented as 

(𝜖), and the result is determined as 

 
𝑥𝜖 =  𝑒𝑗2𝜋𝑛𝑘/ 𝑛            (3) 

 

The DFT equation for expressing an image is 

provided by 

 

𝑋(𝑓) =  ∑𝑛−1
𝑛=0 𝑥(𝑛)𝑥(𝑡)𝑒−𝑗𝜖𝑘𝑛            (4) 

Where f denotes the frequency values(0, 1, . . . 𝑛 −
1).  

 
𝑒−𝜖𝑖 = 𝑐𝑜𝑠 𝑐𝑜𝑠 (𝜗) − 𝑠𝑖𝑛 𝑠𝑖𝑛 (𝜗)𝑖            (5) 

 

Using the equation, the image after DFT is 

expressed in the time domain (t). 

 
𝑥(𝑡) =  ∑𝑛−1

𝑛=0 𝑥[𝑛]. (𝑐𝑜𝑠 𝑐𝑜𝑠 (𝜗)  − 𝑠𝑖𝑛 𝑠𝑖𝑛 (𝜗)𝑖 )  (6) 
 

3.2 Thresholding Techniques for Image 

Enhancement 

 

This is probably of the most significant strategies 

for distinguishing animage from its backdrop and 

foreground. The RGB picture is converted to a 

binary value, and the system determines an 

automated threshold value. If the binary value of 

the picture is less than the threshold, it is assigned 

the value zero; if it is higher than the threshold, it is 

assigned the value 255. The following equation 

describes how to calculate the threshold value. 

 

∫
𝑜

𝑚𝑎𝑥𝑣𝑎𝑙
𝑖𝑓 𝑠𝑟𝑐 (𝑥, 𝑦) > 𝑡ℎ𝑟𝑒𝑠ℎ 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            (7) 

 

3.3 Pixel Augmentation 

 

The process of modifying the colour characteristics 

of an image by adjusting the values of its pixels is 

referred to as pixel augmentation or colour jittering. 

Pixel Augmentation may train the images from the 

datasets using brightness, Contrast, Saturation, Hue 

for getting better accuracy. The pseudo code for 

pixel augmentation is given below: 

 

Pseudocode for Pixel Augmentation 

 
 

 
 

 
 

Brightness_pixel_aug = transforms.PixelAugmentation(brightness=2) 

image = loader_ Brightness_pixel_aug (image) 

ij[0, 0].set_title('brightness') 

ij[0, 0].imshow(brightness_image) 

Contrast_pixel_aug = transforms. PixelAugmentation (contrast=2) 

image = loader_ Contrast_pixel_aug (image) 

ij[0, 1].set_title('contrast') 

ij[0, 1].imshow(Contrast_image) 

Saturation_pixel_aug = transforms.PixelAugmentation (saturation=2) 

image = loader_ Saturation_pixel_aug (image) 

ij[1, 0].set_title('saturation') 

ij[1, 0].imshow(Saturation_image) 
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3.4 Capsule Neural Networks 

 

In order to reduce challenges in the segmentation & 

detection operations, the capsules in this method 

represent a group of neurons that hold minute 

information about the item's spatial location. For 

example, while detecting an item, the object is 

subdivided internally into numerous pieces, and a 

connection (hierarchical relationship) is created 

among all the sub parts of the object to represent 

the thing. 

The input layer is made up of pre-processing 

operations. To minimize calculation, the input 

images are scaled to 2828 pixels. There is a 

convolution layer having a kernel size of 9. The dot 

product across the filter and portions of the input 

image is used by the convolution layer. Capsules 

arise after convolution and the primary caps layer. 

Capsules is a series of layered neural layers. 

Classification: The last layer of the neural network 

is a completely connected layer following by 

softmax activation, which provides the probability 

distribution. Every neuron in one layer is linked to 

every neuron in another layer via the completely 

connected layer. The softmax equation is as 

follows: 

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥 = 𝑆𝐹(𝑍)𝑖 =  
𝑒𝑥𝑖

∑𝑛
𝐽=1 𝑒𝑥𝑖

             (8) 

 

Where (𝑍)𝑖represents the vector's i-th element. 

Finally, for classifying, deep learning model 

prediction loss is assessed using categorical cross-

entropy. 

 

𝑙𝑜𝑠𝑠(𝑝, 𝑒) =  − ∑𝑥 𝑝(𝑥)𝑙𝑜𝑔(𝑒(𝑥))            (9) 

 

Where p is true probability distribution. 

Figure 1 depicts the architecture of the capsule 

neural network.  The input layer, the hidden layer, 

as well as the output layer are the three key 

components of this CapsNet. Three more layers 

comprise the hidden layer. Using a 9x9 kernel and 

proper padding, this first convolutional layer 

generates 256 feature maps. We also preserved a 

kernel size of 9x9 for convolution inside the 

principal capsules, with x1 and x2 totally dependent 

on the size of the input image. The dimensions of 

each capsule are G1xG2, which are calculated 

automatically depending on x1 and x2. D1 and D2 

(the diameters of the output vectors in the primary 

and routing capsules), F (the number of channels in 

the main capsule layer), and C are other parameters 

we modified for various datasets. 

Aug-CapsNet models have been successfully 

employed in agriculture for plant species and plant 

identification, fruits counting, plant disease 

detection, overall yield calculation, and so on. 

However, certain drawbacks have been identified, 

such as discounting the spatial relationship between 

various features in a pixel augmentation 

transformations such as brightness, Hue, Saturation 

and Contrast of objects in images, for training. 

Aug-CapsNet are known to lose spatial information 

during the pooling step, making them invariant 

rather than equivariant. Aug-CapsNet can preserve 

spatial data as well as distinguish between various 

textures, orientations, and postures. A capsule is a 

collection of neurons, each with its own activity 

vectors that collects several 

 

 
Figure 1. Architecture of Capsule Neural Network. 

Hue_pixel_aug = transforms. PixelAugmentation (hue=0.2) 
image = loader_ Hue_pixel_aug (image) 
ij[1, 1].set_title('hue') 
ij[1, 1].imshow(Hue_image) 
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instantiation characteristics for recognising a 

specific type of entity or component element. Both 

length as well as orientation of the vectors 

characterise the likelihood or possibility of an 

object's existence and its generalised location. 

Lower layer capsules transmit these vectors to 

higher layer capsules. Coupling coefficients exist 

among these capsule regions. In other words, if the 

present capsules discovers a densely clustered 

cluster of past recommendations that strongly 

supports the existence of an object, it assigns a high 

probability to the item's presence; this is also 

known as channelling by consensus. 

To begin, the classification vector is calculated as 

follows: 

 
𝑢𝑗̂ =  𝑊𝑖𝑗𝑢𝑖            (10) 

 

Where classification vector uˆj is denoted inthe 

capsule jthlevel. Wij is the load matrix &ui is the 

prediction. It is capable of capturing spatial 

connections as well as interactions between sub-

objects and objects. The coupling coefficients are 

determined using the softmax function. 

 

𝑐𝑖𝑗 = 𝑒𝑥𝑝(𝑏𝑖𝑗) / ∑𝑘 𝑒𝑥𝑝(𝑏𝑖𝑘)            (11) 
 

Where bij is the initialization log proportion among 

the two capsules and 𝑘 is the no. of capsules. A 

weighted sum of the routing algorithm's learning 

uˆj|i vectors, is calculated as follows: 

 

𝑠𝑗 = ∑𝑖 𝑐𝑖𝑗𝑢𝑗 ̂            (12) 

 

Finally, To constrain the final value to the range 

from 0 and 1, a function that combines, results in 

the probability being calculated as, 

 

𝑣𝑗 =  
‖𝑠𝑗‖2

1+ ‖𝑠𝑗‖2

‖𝑠𝑗‖

‖𝑠𝑗‖
            (13) 

 
𝑙𝑘 =  𝑇𝑘𝑚𝑎𝑥(𝑜, 𝑚+ − ‖𝑣𝑘‖)2 +  𝜗(1 −

 𝑇𝑘)𝑚𝑎𝑥(𝑜, ‖𝑣𝑘‖ − 𝑚−)2            (14) 
 

Where Tk is a constant with a value of 0.5, if vk is 

more than 0.9, the loss score is 0; or else, it is non-

zero. 

 

 

Algorithm 1: Aug-CapsNet 

functionTraining_Pixlel_augmented_images (dataset) 

pre-processing_data🡨pixel_augmentation 

fori🡨1; i<pixel_augmentation_images_iter do 

       train_ pixel_augmentation_images_iter 

end for 

fori🡨1; i<pixel_augmentation_images_iter do 

processing_pixel_augmentation_data🡨 
pre-processing_data+pixel_augmentation_data 

for j 🡨1; j <pixel_augmentation_iter do 

      train_ pixel_augmentation_images_iter(processing_pixel_augmentation_data.new) 

end for 

end for 

returnpixel_augmentation 

end function 

 

According to the algorithm, n iterations in above 

algorithm are the most suitable. We used n 

iterations during our experiments as well. Capsule 

Network Architecture: Finally, capsule network 

Aug-CapsNet is as follows as given in paper.  

 

4. Results  

 
Adam is used as an optimizer for training our 

model Aug-CapsNet, Loss is calculated using 

categorical cross entropy, and precision is 

employed as an evaluation metric. The proposed 

model is validated using Plant Village datasets, 

which includes over 50,000 images representing 

diseased as well as normal plants. Table 1 provides 

the parameters and their values that have been 

altered for Aug-CapsNet training and testing, while 

Table 2 contains the details of each layer developed 

for testing, training, and validation of the Aug-

CapsNetmodel. 

Total images: 6, 500 

Validation images: 6, 477 

Classes: 48 

 
Table 1. Aug-CapsNethyperparameters are configured 

for training. 

Factors Significance 
𝑆𝑖𝑧𝑒 𝑜𝑓 𝐵𝑎𝑡𝑐ℎ 64 

𝐸𝑝𝑜𝑐ℎ𝑠 150 
𝑆𝑖𝑧𝑒 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒 222 𝑥 222 𝑥 4 

𝑅𝑎𝑡𝑒 𝑜𝑓 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 0.001 
𝐴𝑑𝑎𝑚 𝑢𝑝𝑑𝑎𝑡𝑒 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 0.4 

𝐿𝑜𝑠𝑠 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 
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Table 2. Details of individual Aug-CapsNet layer. 

𝑳𝒂𝒚𝒆𝒓 𝑶𝒖𝒕𝒑𝒖𝒕 𝒔𝒉𝒂𝒑𝒆 𝑷𝒂𝒓𝒂𝒎 # 

𝐿𝑎𝑦𝑒𝑟 𝑜𝑓 𝐼𝑛𝑝𝑢𝑡 (24, 236, 236, 6) 0 

𝐶𝑜𝑛𝑣2𝐷 (24, 236, 236, 12) 224 

𝑀𝑎𝑥 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 2 (24, 116, 116, 8) 0 

𝑅𝑒𝑠ℎ𝑎𝑝𝑒 (24, 116, 116, 8) 5,540 

𝐶𝑜𝑛𝑣 𝐶𝑎𝑝𝑠𝑢𝑙𝑒 𝐿𝑎𝑦𝑒𝑟 (24, 16, 16, 256) 284,256 

𝐹𝑙𝑎𝑡𝑡𝑒𝑛 (24, 45728) 0 

𝐷𝑒𝑛𝑠𝑒 (32, 36) 1, 902, 286 

 

Total_Parameters: 2, 202, 562 

Trained_parameters: 2, 202, 562 

Non_Trained_parameters: 0 

In addition, the learning curves that were acquired 

when calculating the accuracy of training and 

validation are shown in Figure 2. However, trained 

models at 100, 150 and 200 epochs were also 

created for comparison. The Aug-CapsNet system 

is built to last 200 epochs. Additionally, early 

halting was used at the epoch 100 time point in 

order to prevent over fitting. 

 

 
Figure 2. Training and Validation Accuracy. 

 

 
Figure 3. Original Image. 

 

Python 3.8 is used as the programming language for 

the implementation of the Aug-CapsNet. The 

integrated development environment (IDE) that was 

used was Anaconda Navigator, and Spyder 5.0.0 

was used for the coding. The methods provided in 

the numpy library is used to turn the RGB image 

into a DFT. The input image is then shown. The 

np.fft.ifft2() technique is used to convert the image 

that has been transformed using the DFT. The 

original image of input is shown in figure 3 and the 

preprocessing method using DFT and Thresholding 

Method is shown in figure 4. 

 

 
Figure 4. Pre processing using DFT and Thresholding 

Method. 

 

The dct and idct functions, both of which can be 

found in the scipy.fftpack package. The discrete 

wavelet transform is carried out by utilizing the 

pywt library's pywt.wavedec2() and 

pywt.waverec2() methods. These are located in the 

methods directory. The input image is given a 

transformation using level 2 wavelet conversion 

before entering periodization mode. In this work, 

the image enhancing methods that were employed 

include thresholding with morphology operations, 

homo morphic filters, & contrast stretching. The 

Thresholding approach is achieved by using the 

built-in function that is available inside the cv2 

library. This is done so that the image may be 

improved. The input image is then read, and the 

cv2.median Blur() function is used to blur it. This is 

done in order to get the desired effect. 

 

  

  
Figure 5. Pixel Augmentation. 

 

 
Figure 6. Groundnut Leaf Disease Classification 
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Table 3. Comparison Proposed with CNN model. 

𝑻𝒚𝒑𝒊𝒄𝒂𝒍 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝒇𝒐𝒓  
𝑻𝒓𝒂𝒊𝒏𝒊𝒏𝒈  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝒇𝒐𝒓  
𝑽𝒂𝒍𝒊𝒅𝒂𝒕𝒊𝒐𝒏  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝒇𝒐𝒓  
𝑻𝒆𝒔𝒕  

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝑹𝒆𝒄𝒂𝒍𝒍 𝑭𝟏
− 𝒔𝒄𝒐𝒓𝒆 

% 

𝐶𝑁𝑁 82.85% 82.93% 82.83% 91.02 89.3 92.3 89.87% 

𝐴𝑢𝑔
− 𝐶𝑎𝑝𝑠𝑁𝑒𝑡 

97.05% 93.32% 92.06% 96.07% 92.06% 95.15% 92.48% 

 

The anti-aliasing of the filtered image is 

accomplished with the help of the Gaussian Blur() 

technique included in the cv2 package. PIL library 

is used to provide an implementation of the contrast 

stretching technique. The output of the input image 

that was acquired after applying the different image 

processing algorithms is shown in the figure 5. 

Figure 6 is groundnut leaf disease classification. 

Comparing the suggested Aug-CapsNet model with 

other models that are considered to be state-of-the-

art in the field of plant disease categorization and 

detection is done in order to illustrate the usefulness 

of the model even further. Table 3 presents a 

variety of assessment metrics that were computed 

using multiple models for the Plant Village dataset. 

These metrics clearly demonstrate that Aug-

Capsnet performs better than earlier models. 

5 Conclusion 

Timely detection, classification, and treatment have 

the potential to dramatically reduce total ecological 

and economic losses. In this research, proposed an 

Aug- CapsNet for classification and risk 

stratification prediction in groundnut plants. The 

first method is intended to identify plant diseases 

by utilising images from groundnut plant leaves. 

The Discrete Fourier Transform (DFT) and 

Thresholding methods were applied to enhance 

images. The second task is to classify the groundnut 

plant leaves. The provided architecture is verified 

using Plant Village datasets, which include over 

50,000 photos of damaged and healthy plants. The 

Aug-CapsNet model outperforms earlier plant 

disease classification algorithms in terms of 

prediction accuracy. The experimental results of the 

constructed model achieved an overall evaluation 

accuracy of 96.07%, with an F1 score of 95.15%. 
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