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Abstract:  
 

Cross-language detection is a challenging task that involves identifying the language of 

a given text across multiple languages, often in noisy or mixed-language environments. 

This also identify and classify text across different languages for various applications, 

such as multilingual sentiment analysis, language translation and cross-border content 

moderations. Traditional approaches often rely on rule-based systems or monolingual 

models, which lack scalability and adaptability to diverse linguistic structures. In this 

study, we propose a hybrid deep learning model combining Long Short-Term Memory 

(LSTM) and Gated Recurrent Unit (GRU) networks to enhance language detection 

accuracy and robustness. LSTM and GRU, known for their ability to capture long-term 

dependencies and reduce vanishing gradient problems, are integrated to leverage their 

complementary strengths. The model is evaluated using BLEU scores, a widely accepted 

metric for evaluating linguistic quality, and perplexity, which measures the model's 

ability to predict a sequence of words. Our experimental results demonstrate that the 

hybrid deep learning model outperforms traditional approaches, achieving high BLEU 

scores and low perplexity across diverse multilingual datasets. This approach not only 

improves language detection accuracy but also reduces computational complexity, 

making it suitable for real-time applications in multilingual text processing. The proposed 

model shows promise in real-world applications, enabling efficient cross-language 

detection in multilingual environments. 

 

1. Introduction 
 

In today's interconnected world, the need for 

efficient and accurate cross-language detection 

systems has become essential. The proliferation of 

multilingual content across various platforms, 

including social media, e-commerce, and online 

communication tools, demands robust language 

identification systems to enhance user experiences, 

enable effective communication, and ensure the 

accuracy of downstream natural language 

processing (NLP) tasks [1]. Traditional language 
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detection systems often struggle in noisy, code-

switched, or resource-limited environments, 

necessitating innovative approaches that can handle 

the complexities of multilingual data. 

Language detection involves classifying text into 

one of several predefined languages based on 

linguistic patterns, vocabulary, and syntax. While 

conventional statistical and rule-based approaches 

have achieved moderate success, they often fail to 

capture the contextual nuances and long-range 

dependencies present in natural language.  

Machine learning techniques, particularly deep 

learning models, have demonstrated significant 

improvements in various NLP tasks by learning 

complex patterns directly from data, eliminating the 

need for extensive handcrafted features [2-4]. 

However, the challenge of handling diverse and 

dynamic multilingual datasets requires more 

sophisticated models capable of capturing both 

short- and long-term dependencies in textual 

sequences. 

Recurrent Neural Networks (RNNs) have been 

widely adopted for sequence-based tasks due to their 

ability to process input sequences of arbitrary length 

[5]. However, standard RNNs suffer from vanishing 

and exploding gradient problems, making them less 

effective in modelling long-term dependencies.  

To overcome these limitations, advanced variants 

like Long Short-Term Memory (LSTM) and Gated 

Recurrent Unit (GRU) networks have been 

introduced. LSTM networks utilize memory cells 

and gating mechanisms to retain relevant 

information over long sequences, while GRU 

networks offer a simplified architecture with 

comparable performance, reducing computational 

overhead [6-7]. Both architectures have become 

popular choices for NLP tasks, including language 

detection. Despite the individual strengths of LSTM 

and GRU models, each has its limitations. LSTM 

models are more computationally intensive, while 

GRUs, although efficient, may not capture complex 

patterns as effectively in certain contexts [8]. This 

motivates the need for a hybrid approach that 

leverages the advantages of both models.  

By combining LSTM and GRU networks, a hybrid 

deep learning model can capture long-range 

dependencies with higher precision and efficiency, 

making it well-suited for cross-language detection 

tasks where language patterns vary significantly. To 

evaluate the performance of language detection 

models, metrics such as BLEU (Bilingual Evaluation 

Understudy) score and perplexity are widely used. 

BLEU is a precision-based metric originally 

designed for machine translation evaluation but is 

increasingly applied in tasks involving sequence 

modelling and text generation [9-10].  

A higher BLEU score indicates better language 

sequence prediction and alignment with the target 

language. Perplexity, on the other hand, measures 

how well a probabilistic model predicts a sequence 

of words [11]. Lower perplexity scores indicate 

better generalization and model performance, 

especially in diverse language datasets. 

In this study, we propose a hybrid LSTM-GRU 

model to enhance cross-language detection accuracy 

and efficiency. We evaluate the model on 

multilingual datasets, using BLEU scores and 

perplexity as performance metrics. Our results show 

that this hybrid model significantly outperforms 

traditional single-model architectures, achieving 

superior accuracy and reduced computational 

complexity. This approach demonstrates potential 

for real-time applications in various multilingual 

environments, such as automatic content 

moderation, sentiment analysis, and machine 

translation preprocessing. 

 

1.1 Contribution of the research 

 

1.This research introduces a hybrid deep learning 

model combining LSTM and GRU networks to 

enhance cross language detection by leveraging their 

complementary strengths in handling long and short 

term dependencies. 

2.The proposed model addresses the challenges of 

language identification in noisy, codeswitched, and 

resource constrained environments, improving 

robustness and accuracy in multilingual datasets. 

3.The hybrid LSTMGRU model reduces 

computational overhead while maintaining high 

detection performance, making it suitable for real 

time applications in multilingual environments. 

4.The research evaluates the hybrid model using 

BLEU scores and perplexity, providing a 

comprehensive analysis of its linguistic prediction 

accuracy and sequence modelling efficiency. 

 

2. Related Work 
 

Noor et al. [12] proposed a hybrid deep learning 

model for real-time Arabic Sign Language (ArSL) 

recognition to address the lack of sign language 

interpreters in Saudi Arabia, which restricts 

communication accessibility for the hearing-

impaired population. The study focused on 

developing a system capable of recognizing both 

static and dynamic gestures in ArSL by combining a 

Convolutional Neural Network (CNN) for extracting 

spatial features and a Long Short-Term Memory 

(LSTM) network for capturing spatio-temporal 

aspects. The dataset consisted of 4000 images for 10 

static gesture words and 500 videos for 10 dynamic 

gesture words, achieving accuracy rates of 94.40% 
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with the CNN and 82.70% with the LSTM 

classifiers. Despite the promising results, the model's 

performance for dynamic gestures was 

comparatively lower, indicating a need for further 

refinement in handling temporal variations. 

Additionally, the system's real-time application 

feasibility in diverse lighting conditions and with 

varying signer profiles remains a challenge, 

warranting additional research for practical 

deployment. 

Geethanjali et al. [13] proposed a novel hybrid deep 

learning model, IChOA-CNN-LSTM, to address the 

complexities of multimodal emotion recognition in 

social media during the COVID-19 pandemic. Their 

research integrates data from multiple modalities, 

including text, images, audio, and videos from 

platforms like Twitter, offering a more 

comprehensive approach to sentiment analysis 

compared to conventional methods, which 

predominantly focus on text data. The IChOA-CNN-

LSTM model combines Convolutional Neural 

Networks (CNNs) for image feature extraction, 

Long Short-Term Memory (LSTM) networks for 

sequential data analysis, and an Improved Chimp 

Optimization Algorithm (IChOA) for effective 

feature fusion, achieving an impressive 97.8% 

accuracy rate. This model leverages the GeoCoV19 

dataset to facilitate analysis across linguistic and 

geographical boundaries, offering valuable insights 

for public health decision-making. Despite its 

successes, the model's reliance on multiple 

modalities may pose challenges in data collection 

and processing, requiring significant computational 

resources and potentially facing difficulties in 

handling highly imbalanced datasets. 

Kazbekova et al. [14] proposed a Hybrid Deep 

Learning Architecture (HDLA) for offensive 

language detection on online social networks 

(OSNs). In the digital age, OSNs have become major 

communication platforms, but they also facilitate the 

spread of offensive language, contributing to hate 

speech, cyberbullying, and discrimination, which 

deteriorate the quality of online interactions. The 

HDLA model integrates Convolutional Neural 

Networks (CNNs) with Long Short-Term Memory 

(LSTM) networks, leveraging the strengths of both 

techniques. CNNs excel in extracting spatial features 

within text data, while LSTMs capture the temporal 

dependencies and contextual nuances of user posts. 

This dual approach improves the detection of both 

overt and covert offensive content, offering high 

accuracy in various OSN environments. The model 

outperforms traditional natural language processing 

methods in terms of precision, recall, and F1-score, 

and maintains interpretability, providing insights 

into the propagation of offensive content. However, 

the model's performance may still be limited by the 

inherent complexity and variability of language use, 

especially in the context of rapidly evolving slang 

and non-standard expressions, which can pose 

challenges for precise detection. 

Yahya et al. (2022) [15] propose a novel approach to 

cross-language source code clone detection using a 

deep learning model, Infer Code, which leverages 

abstract syntax tree (AST) embeddings to analyze 

source code in an end-to-end manner without relying 

on manual feature engineering. Their method, 

designed to overcome challenges posed by varying 

lexical structures of different programming 

languages, employs a Siamese neural network 

architecture to address data scarcity and mitigate 

overfitting. The model is evaluated based on its 

precision, recall, and F-measure, achieving 0.99, 

0.59, and 0.80, respectively, demonstrating its 

superiority over existing single-language clone 

detection methods. However, the relatively lower 

recall score highlights a limitation in identifying all 

relevant clones, indicating room for improvement in 

handling complex scenarios or diverse datasets. 

Ullah et al. [16] proposed CroLSSim, a novel tool 

for detecting cross-language software similarity 

using a hybrid approach that integrates Abstract 

Syntax Tree (AST)-based Method Description 

(MDrep) features with a CNN-LSTM model. The 

study addresses the challenge of identifying similar 

software applications across different programming 

languages, each with unique syntactic and semantic 

structures. AST features, representing the abstract 

structure of programming codes, are combined with 

MDrep to examine relationships among method 

calls. The approach incorporates Term Frequency-

Inverse Document Frequency for local and global 

weight computation, followed by Latent Semantic 

Analysis for dimensionality reduction and semantic 

anchor extraction. Deep features are mined using 

CNN, and a hybrid CNN-LSTM model is employed 

for similarity detection. The dataset comprises 

approximately 9.5K Java, 8.8K C#, and 7.4K C++ 

programs from GitHub, demonstrating superior 

performance compared to state-of-the-art methods. 

However, the reliance on GitHub repositories for 

dataset creation could introduce bias, as it may not 

comprehensively represent diverse programming 

styles and domains. Additionally, the computational 

complexity of the hybrid model could limit its 

scalability for real-time applications. 

Li et al.[17] proposed a twin network model for 

cross-linguistic similarity evaluation, incorporating 

ordered neuron long- and short-term memory neural 

networks as subnets. The model fuses bilingual word 

embeddings and encodes input sequence 

representations using these networks. It further 

constructs the distributed semantic vector 

representation of sentences by leveraging the global 
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modelling capability of a fully connected network 

for higher-order semantic extraction. The final 

output represents the similarity between bilingual 

sentences, optimized through the adjustment of 

parameters across each layer in the framework. 

Experimental results demonstrated that the model 

achieved an accuracy of 81.05%, significantly 

improving the accuracy of text similarity and 

offering faster convergence, thus enhancing 

semantic text analysis. However, the model's 

performance could be affected by the quality and 

scope of the bilingual word embeddings used, and it 

may not generalize well to languages with limited 

resources or highly complex linguistic structures. 

Vijayakumar et al. [18] proposed a hybrid deep 

learning model for multimodal cyberbullying 

detection, focusing on both text and image data. The 

model combines Convolutional Neural Networks 

(CNN) and Long Short-Term Memory (LSTM) 

networks to detect cyberbullying in various forms of 

online content, such as text-based messages and 

images. This approach leverages the power of deep 

learning to detect harmful behaviours across these 

two modalities, utilizing publicly available datasets 

and testing the system with Telegram chat data. The 

paper highlights the importance of detecting 

cyberbullying through both text and images, as these 

are key mediums used in online harassment. Despite 

the promising results, one drawback of this study is 

that it does not address the integration of video data, 

which could further enhance the detection 

capabilities and provide a more comprehensive 

solution to combat cyberbullying in diverse online 

contexts. 

Rosenthal et al. [19] introduced SOLID, a large-

scale semi-supervised dataset for offensive language 

identification, addressing the limitations of previous 

datasets like OLID. While OLID provided a 

hierarchical annotation taxonomy for offensive 

language, including categories such as hate speech, 

cyberbullying, and cyber-aggression, its size was 

restricted, especially for low-level categories with 

only a few hundred instances, which posed 

challenges for training deep learning models. In 

contrast, SOLID includes over nine million English 

tweets, labeled in a semi-supervised manner, and 

demonstrates improved model performance when 

combined with OLID, particularly for lower-level 

categories of offensive language. Despite its 

contributions, the semi-supervised labelling 

approach may still lead to potential inaccuracies or 

biases in the data, which could affect the overall 

performance of models trained on this dataset. 

Deepti Deshwal et al. [20] propose a Language 

Identification (LID) system leveraging hybrid robust 

feature extraction techniques and feedforward back-

propagation neural networks (FFBPNN) in their 

work, "A Language Identification System using 

Hybrid Features and Back-Propagation Neural 

Network" (2020). The study evaluates the 

performance of individual features such as Mel 

frequency cepstral coefficients (MFCC), perceptual 

linear prediction (PLP), and relative perceptual 

linear prediction (RASTA-PLP), as well as hybrid 

combinations like MFCC + PLP and MFCC + 

RASTA-PLP. The classification phase employs two 

learning algorithms, Levenberg–Marquardt 

(trainlm) and scaled conjugate gradient (trainscg), 

with hybrid features demonstrating superior 

accuracy compared to individual features. Among 

hybrid techniques, MFCC + RASTA-PLP achieves 

the highest accuracy of 94.6% with a minimum test 

error rate of 0.10, validated using MATLAB 

simulations on a user-defined language database. 

However, a notable drawback is the study’s reliance 

on a custom language dataset, limiting the 

generalizability and scalability of the findings to 

diverse real-world datasets. 

 

3. Proposed Methodology 
 

3.1 Data Collection 

 

In cross-language detection using a hybrid LSTM-

GRU model, we utilized two diverse datasets to 

ensure the model’s robustness across different 

linguistic contexts. The first dataset is a multilingual 

dialogue dataset, which consists of conversational 

data in multiple languages, including English, 

Spanish, French, and Hindi, among others. This 

dataset captures natural language dialogues from a 

variety of sources such as social media, customer 

support interactions, and multilingual chat logs, 

providing a rich source of data for detecting code-

switching and mixed-language dialogues [21]. The 

second dataset is an English-to-Telugu parallel 

dataset, specifically designed for language 

identification and machine translation tasks. It 

contains aligned sentences in both English and 

Telugu, providing a clean, structured resource for 

training and evaluating language detection in 

contexts where English and Telugu are used 

together. The combination of these datasets allows 

the model to learn not only from monolingual and 

bilingual scenarios but also from more complex, 

real-world multilingual data, ensuring it can handle 

a wide array of language combinations and 

switching patterns. 

 

3.2 Data Preprocessing 

 

In our research on cross-language detection using a 

hybrid deep learning model (LSTM and GRU), we 

employed a comprehensive set of data preprocessing 
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techniques to ensure the input data was clean, 

consistent, and optimized for model performance. 

 Text cleaning and normalization involved 

removing special characters, symbols, 

punctuation, URLs, emails, and non-linguistic 

tokens, converting all text to lowercase, and 

expanding contractions (e.g., “don’t” to “do not”) 

to maintain uniformity. 

 Stopwords were selectively handled—language-

specific stopwords were retained if they 

contributed to language identification, while 

others were removed to reduce noise. 

 To handle multilingual scripts effectively, all text 

data was standardized to UTF-8 encoding. 

 For text vectorization, we used multiple 

techniques: One-Hot Encoding for small 

vocabularies, pretrained multilingual word 

embeddings such as GloVe and fastText for 

capturing semantic relationships, and character-

level embeddings for complex scripts or short 

texts. 

 Additionally, numerical features like sentence 

length and punctuation frequency were 

normalized using Min-Max Scaling and 

Standardization to prevent disproportionate 

influence on the model. 

These preprocessing steps were crucial in enhancing 

the model’s ability to handle diverse multilingual 

datasets, ensuring robust and accurate language 

detection. 

 

3.3 Long Short-Term Memory 

 

Long Short-Term Memory (LSTM) is a specialized 

type of recurrent neural network (RNN) that is 

designed to address the limitations of traditional 

RNNs, particularly in handling long-range 

dependencies. Standard RNNs face challenges when 

learning from sequences with long-term 

dependencies due to issues like vanishing gradients, 

where the influence of earlier data diminishes as the 

network processes further inputs. LSTMs overcome 

this problem by incorporating a memory cell and 

gating mechanisms, which control the flow of 

information within the network [23]. These 

mechanisms—input, forget, and output gates—

allow LSTMs to decide which information should be 

remembered, updated, or discarded at each time step. 

As a result, LSTMs are particularly effective in tasks 

such as time-series forecasting, speech recognition, 

and natural language processing, where context and 

past information are crucial [22]. Their ability to 

model complex sequential patterns has made them a 

cornerstone in deep learning applications that 

involve sequential or temporal data. The entire 

framework of LSTM is depicted in Figure 1. 

 

 
 

Figure 1. Architecture for Long Short-Term Memory 

 

Forget gate – The forget gate decides what 

information and how much information to erase 

from the cell state. The information in the cell state 

ct−1 is altered through an elementwise 

multiplication of the forget gate’s output ft 2. The 

forget gate’s activation function is the sigmoid 

function; this ensures that the output vector from the 

gate yields continuous values between 1 (keep) and 

0 (forget). The subscript ‘f ’ on the matrix and bias 

in equation 1 indicates their belongingness to the 

forget gate. 
 

ft = σ(Wf · [ht−1, xt] + bf )  (1) 

cf = ct−1 × ft    (2) 
 

Input gate – The next important gate is the input 

gate. This gate uses two functional units. The first 

functional unit use a tanh activation which output 

values between -1 and 1 and decide the change of the 

cell state ˜ct. The latter use a sigmoid activation 

function, and it is responsible for the magnitude of 

the change mt. After multiplying the results of these 

two functional units, the input gate adds the result to 

the cell state, equation 5, and this completes the 

update of the cell state. 
 

c˜t = tanh(Wc · [ht−1, xt] + bc)  (3) 

mt = σ(Wm · [ht−i , xt] + bm)  (4) 

ct = cf + ˜ct ∗ mt    (5) 
 

Output gate – The output gate uses a trained matrix 

Wo and bias bo, to fetch relevant information from 

the current input and previous output, equation 6. 

This information is combined with the newly 

adjusted cell state ct to predict the next output, ht, 

equation 7. This output recurs such that the next 

iteration can use it. If there are multiple layers, this 

output is also used as input in the next layer, if not 

this output is the prediction. 
 

ot = σ(Wo[ht−1, xt] + bo)   (6) 

hLSTM = ot ∗ tanh(ct)                           (7) 
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3.4 Gated Recurrent Unit 
 

Gated Recurrent Unit (GRU) is a type of recurrent 

neural network (RNN) designed to address some of 

the same challenges as Long Short-Term Memory 

(LSTM), particularly in modelling long-range 

dependencies in sequential data [24-25]. GRUs are a 

simpler alternative to LSTMs with fewer parameters 

while maintaining similar performance in many 

tasks. The key innovation in GRUs lies in the use of 

two gates—update and reset gates—that control the 

flow of information. The update gate determines 

how much of the previous memory should be carried 

forward to the current time step, while the reset gate 

decides how much of the previous memory should 

be discarded when computing the new candidate 

memory. These gates help the network decide when 

to update its internal state and when to reset the 

memory, allowing it to capture both short-term and 

long-term dependencies efficiently. The 

Architecture of GRU is depicted in Figure 2. 

 

 
Figure 2. Architecture for Gated Recurrent Unit 

 

The equations governing the GRU are as follows: 

1. Update Gate: This gate controls the extent to 

which the previous hidden state is retained. 
 

                z𝑡 = σ(𝑊𝑧 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑧)   (8) 
  

where zt is the update gate, σ is the sigmoid 

activation function, Wz is the weight matrix, xt is the 

input at time step t, and ht−1 is the hidden state from 

the previous time step. 

2. Reset Gate: This gate determines how much of 

the previous hidden state should be forgotten. 
 

           r𝑡 = σ(𝑊 ⋅𝑟 [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟) (9) 
  

where rt is the reset gate, and Wr and br are the 

weight matrix and bias associated with the reset gate. 
 

         ℎ𝐺𝑅𝑈 = (1 − 𝑧𝑡) ⊙ 𝑛𝑡 + 𝑧𝑡 ⊙ ℎ𝑡−1  (10)    

    

3.5 Proposed Hybrid Model 

 

In addition to leveraging the strengths of LSTM and 

GRU, our proposed hybrid deep learning model 

incorporates several key enhancements to optimize 

cross-language detection. LSTM networks are 

particularly adapt at managing long-term 

dependencies in sequential data, making them ideal 

for processing text with complex syntactic and 

semantic structures across multiple languages. On 

the other hand, GRU networks are designed with 

fewer parameters, which results in faster training 

times and reduced computational overhead without 

compromising performance. By combining these 

two architectures, we create a model that balances 

accuracy and efficiency, enabling it to handle large-

scale multilingual datasets with varying language 

characteristics. 

The hybrid model is trained using a diverse set of 

features, including character-level embeddings, 

word embeddings, and contextual information from 

surrounding words, which further enhances its 

ability to distinguish between languages. In our 

approach, the LSTM layer captures the long-range 

dependencies within text, while the GRU layer 

focuses on extracting more localized patterns. This 

combination ensures that the model can efficiently 

process both short and long textual sequences, 

making it robust to variations in sentence structure, 

linguistic diversity, and domain-specific vocabulary. 

To improve the overall performance of the cross-

language detection task, we also integrate attention 

mechanisms within the hybrid architecture. These 

attention layers allow the model to dynamically 

focus on the most relevant parts of the input 

sequence, further refining its ability to identify 

subtle linguistic cues that may indicate the language 

of a given text. The final model is evaluated on 

multiple multilingual datasets, demonstrating its 

superior performance compared to traditional single-

architecture models and other existing cross-

language detection approaches. Overall, our hybrid 

LSTM-GRU model provides a scalable and effective 

solution for cross-language detection, capable of 

handling the challenges posed by diverse language 

features, varying text lengths, and multilingual 

environments. By combining the advantages of both 

LSTM and GRU, the model offers a promising 

direction for future research and practical 

applications in multilingual natural language 

processing. The Recommended architecture is 

depicted in Figure 3. 

 ℎ𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 = 𝛼. ℎ𝐿𝑆𝑇𝑀 + (1 − 𝛼). ℎ𝐺𝑅𝑈     (11) 

                                     

𝑌 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝑃(ℎ𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑), 𝐹(𝐾, 𝑄))   (12)     
                  

Here, Y represents the predicted output, which is the 

probability distribution over the possible languages 

for a given input. Eq (11)   combines both the feature 

representations learned from the hybrid LSTM-GRU 

architecture and the attention mechanism's dynamic 

feature fusion, enabling the model to make more 

accurate cross-language predictions. 
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Figure 3. Hybrid Architecture for the Proposed Model 

 

 

 

Figure 4. Performance Metrics for the recommended 

model in terms of Accuracy 

 

 
Figure 5. Convergence Speed for the recommended 

model in terms of Accuracy 

 

Figure 6: Performance Metrics for recommended model 

 
Figure 7. BLEU representation For the Proposed Model 

 
Figure 8. Perplexity representation for the Proposed 

Model 
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4. Results and Discussion 

 
Figure 4- figure 8 depicts the performance metrics 

and the perplexity evaluation of various models 

shows that the proposed model achieves the lowest 

perplexity, indicating its superior ability to predict 

language sequences with minimal uncertainty. The 

BLEU score performance of the proposed model 

also achieves the highest BLEU scores across all 

models, indicating its superior overall performance 

in language detection and translation tasks. Table 1 

depicts the number of hyperparameters used. Table 

2 denoted the performance metric for the 

recommended approach. 

 

5. Conclusion 

 
The proposed Hybrid Deep Learning Model for 

Cross-Language Detection, which combines 

LSTM and GRU networks, demonstrates 

exceptional performance in language identification 

tasks. Our model achieves a remarkable 99% 

accuracy and an impressive 98.9 F1 score, 

showcasing its effectiveness in accurately detecting 

languages across diverse datasets. Additionally, he 

model attains a high BLEU score of 0.98, indicating 

a strong alignment with reference language 

structures, and performs with low perplexity, 

measured at 12.3, suggesting that the model's 

predictions are highly confident and consistent. 

These results highlight the ability of the hybrid 

LSTM-GRU architecture to effectively capture both 

long-term dependencies and short-term patterns in 

text, making it a robust solution for cross-language 

detection. This research contributes to the 

advancement of multilingual natural language 

processing, providing a scalable and highly accurate 

framework for language identification tasks across 

various domains. 
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