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1. Introduction 
 

Cyber-Physical Systems (CPS) are one of the major 

parts of modern technological advancements. They 

integrate physical processes with computational 

intelligence to make real-time monitoring and control 

possible in various domains. Among them, Vehicular 

Ad Hoc Networks (VANETs) stand out as a crucial 

application that provides vehicle-to-vehicle (V2V) 

and vehicle-to-infrastructure (V2I) communication. 

VANETs can improve road safety, traffic 

management, and efficiency in intelligent 

transportation systems. However, the dynamic and 

decentralized structure of VANETs makes the system 

highly prone to several forms of cyber attacks in 

terms of intrusion, spoofing, and DoS attacks. If this 

vulnerability is not taken care of, then the reliability 

and safety of the transportation systems can be at 

stake. To overcome such problems, in recent years, 

machine learning-based models have emerged as 

powerful solutions for intrusion detection in 

VANETs. ML techniques can enable the analysis of 

vast amounts of vehicular communication data, 

including anomaly detection and high-precision 

prediction of possible threats. This work tries to 

exploit the state-of-the-art models in machine 

learning, including Random Forest, XGBoost, K-

Nearest Neighbor (KNN), and Decision Tree, to 

implement an efficient VANET intrusion detection 

system. Among all these, XGBoost turns out to be the 

most efficacious since it uses a highly scalable robust 

ensemble learning approach with handling 
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Abstract:  
 

Vehicular Ad Hoc Networks (VANETs) play a vital role in the development of Cyber-

Physical Systems (CPS) to enable real-time communication for improving road safety 

and traffic efficiency. Due to the VANETs' decentralized and dynamic nature, they are 

prone to various types of cyber-attacks, including intrusion, spoofing, and denial-of-

service (DoS) attacks. This article presents an Adaptive Fusion Intrusion Detection 

Model (AFIDM), a multi-level framework that uses machine learning techniques, such 

as Random Forest, XGBoost, Decision Trees, and K-Nearest Neighbor (KNN), to deal 

with such vulnerabilities. AFIDM also employs a dynamic weight adjusting mechanism 

and an adaptive feedback loop to adapt to the evolving threats and achieve better 

detection accuracy. AFIDM achieved 98.7% accuracy, 96.5% precision, and recall of 

95.8% on the VeReMi dataset used for training and validation and outperformed other 

baseline models. With low latency and scalability, the proposed model presents a robust 

solution for real-time intrusion detection in VANETs for the secure and efficient 

operation of intelligent transportation systems. 
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capabilities in a high-dimensional and imbalanced 

dataset. The structured data is network logs and 

vehicular communication records. Such data is used 

in training and evaluating the proposed system. The 

developed preprocessing pipeline enhances the 

quality of the data. It is mainly based on the removal 

of noises, feature selection, and normalization. Public 

datasets such as VeReMi were used for exhaustive 

testing of various intrusion patterns. The accuracy, 

precision, and recall results show that XGBoost 

outperforms all algorithms and is therefore proposed 

as a final answer to secure VANET environments. 

This work contributes to the field of CPS by 

providing a scalable and efficient solution to improve 

VANET security, thus ensuring safe and reliable 

intelligent transportation systems operations. 

Intensified nationwide dissemination of intelligent 

transportation systems has increased reliance on 

vehicular communication networks, emphasizing the 

need for strict cyber security measures. As a 

constituent component of these networks, VANETs 

will aid in providing real-time data exchange between 

vehicles and infrastructure: collision avoidance 

systems to dynamic route optimization. The 

characteristics that make VANETs indispensable, 

including open communication channels and 

decentralization, leave it vulnerable to cyber-attacks. 

Such vulnerabilities pose a threat not only to the 

integrity of the network but also to road users' safety, 

which highlights the need for efficient and adaptive 

security solutions. Addressing these challenges 

requires an approach that combines advanced 

machine learning techniques with an understanding 

of VANET-specific dynamics. Traditional intrusion 

detection methods often fall short in handling the 

high volume, velocity, and variety of data generated 

by VANETs. In addition, a dynamic threat landscape 

necessitates the need for systems that can learn to 

adapt in real time to new attack patterns. This paper 

introduces the innovative solution of the Adaptive 

Fusion Intrusion Detection Model. The AFIDM 

integrates many machine learning classifiers in a 

hierarchical and feedback-driven architecture, 

bringing not only improvements in detection 

accuracy but also scalability and adaptability. Thus, 

this encompassing framework stands as a promise for 

securing intelligent transportation networks and 

advancing Cyber-Physical Systems. 

 

2. Related Work 

The rapid development of VANETs has catalyzed 

research into the area of enhancing security, 

particularly through intrusion detection systems 

(IDS). Different methodologies have 

been proposed to use machine learning, deep 

learning, hybrid models, and privacy-preserving 

techniques to counter emerging threats in VANETs. 

 

2.1 Machine Learning Techniques for Intrusion 

Detection 

 

The ML models have shown their effectiveness in 

intrusion detection in VANETs because they 

can handle the high-dimensional vehicular 

communication data. For example, it was 

introduced a Cyber-Twin framework 

that used digital twins for autonomous attack 

detection, demonstrating how ML can be integrated 

with advanced vehicular technologies [1]. In 

addition,it was presented a comprehensive survey of 

ML techniques that highlighted the effectiveness of 

models like Random Forest and XGBoost in 

anomaly detection [2]. Complementing this 

is, where the authors applied cryptographic 

protocols with ML to secure V2X communication; 

therefore, intrusion detection accuracy was improve

d[3]. Besides, it was demonstrated the benefits of 

XGBoost in detecting malicious vehicles in dynamic 

VANET environments [4-6]. 
 
2.2 Hybrid Approaches Combining Deep Learning 

and ML 

 

Hybrid models are found to be a 

promising way in intrusion detection 

performance improvement. It was proposed a hybrid 

CNN-GRU model for secure vehicular 

communication by integrating convolution and 

recurrent architectures [4-21]. In the same vein, it 

was proposed a deep learning framework based on 

CNNs and RNNs, which are found to perform well 

in detecting intricate intrusion patterns [14,23,22]. 

Also it was proposed hybrid approaches that 

integrate ML and DL; these have been shown to be 

effective in reducing false positives and dealing with 

various types of attacks [16,17]. 

 

2.3 Privacy-Preserving Techniques 

 

With the rise of privacy issues, federated learning and 

cryptographic techniques have been used in order to 

ensure the security of VANET data. It was proposed 

a federated learning-based IDS using BERT, which 

ensures privacy preservation while keeping the 

detection accuracy robust [7,12,24,25]. In another 
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approach, it was combined local differential privacy 

with federated learning to provide a secure 

infrastructure for VANETs without compromising 

the user's data [20,24]. Such an approach addresses 

crucial privacy challenges and ensures system 

reliability. 

2.4 Explainable AI for Intrusion Detection 

Explainable AI has addressed the need for 

transparency in IDS models. It was used Explainable 

Neural Networks (xNN) for anomaly detection in 

vehicular networks, so that stakeholders know the 

decision-making process [11]. Likewise, it was used 

LIME (Local Interpretable Model-agnostic 

Explanations) to make the model interpretable, 

increasing trust in the IDS systems [18]. 

2.5 Deep Learning-Based Intrusion Detection 

Systems 

Deep learning has shown great promise in VANETs, 

especially in dealing with high-dimensional and 

complex intrusion data. It was proposed DeepVCM, a 

DL-based intrusion detection approach that can detect 

known as well as unknown attacks [10]. Moreover, it 

was used a cascaded DL approach with meta heuristic 

optimization to achieve remarkable accuracy in real-

time vehicular communication scenarios [19]. 

2.6 Scalable and Adaptive Solutions 

Scalable and adaptive IDS are needed to 

accommodate the dynamic environment of VANETs. 

It was proposed an adaptive hybrid model of ML 

along with evolving threat adaptability toward 

improving the precision of detection with real-time 

application [13]. In addition, it was proposed 

mathematical frameworks for achieving optimization 

in VANETs and IoT security; it focused more on 

resource-efficiency and adaptation [9,15]. 

2.7 Novel Datasets and Evaluation Metrics 

In reality, practical IDS systems are achieved through 

the employment of realistic datasets and robust 

evaluation metrics. It was presented the anomaly 

detection framework ADVENT with multiple 

datasets; the framework demonstrated its reliability in 

practice [5]. It was made sure that their method 

performs well under real-world settings by using 

ToN-IoT for validation purposes [3,8]. 

These studies collectively highlight the need for 

integration of ML, DL, hybrid models, privacy-

preserving techniques, and explainable AI to address 

security challenges. Future research should continue 

to focus on scalability, adaptability, and 

interpretability to ensure robust and efficient IDS 

solutions for intelligent transportation networks. 

3. Proposed System 

AFIDM suggests a new paradigm of intrusion 

detection in VANETs using multiple techniques of 

machine learning combined in multi-layered 

architecture. The proposed model starts by 

performing feature extraction and preprocessing steps 

for the ready classification of data. The normalized 

data with the help of a technique such as K-means 

reduction in redundant features, and further features 

with relevance prioritized are achieved through 

modified Relief-F algorithm. In this manner, this 

approach focuses more on relevant features in 

detecting the threats while the model remains 

efficient and accurate. To the dynamic nature of 

VANETs, with the continuous change in nodes and 

communication patterns, provides a robust and 

adaptable detection system that was suitable for such 

an environment. Figure 1 shows the proposed 

AFIDM architecture. AFIDM's main innovation is 

the multi-stage classification process, incorporating 

Random Forest, XGBoost, Decision Trees, and K-

Nearest Neighbor (KNN). All of these classifiers are 

used hierarchically where each model has a different 

function to identify the possible threats. The first 

layer includes base classifiers that classify data 

independently. The Dynamic Weight Adjustment 

mechanism is used to fuse the predictions from the 

base classifiers in the second layer. This mechanism 

will allow the model to assign more weight to models 

that have better past performance in making 

predictions with the most reliable insights available. 

The final layer refines the predictions using KNN, 

which enhances the model's ability to classify edge 

cases that may not have been fully addressed by the 

initial models. The other distinguishing feature of 

AFIDM is the Adaptive Feedback Loop. Parameters 

and fusion weights of the model are updated through 

reinforcement learning (RL) in real time, according to 

network behavior and misclassifications. Such 

adaptability allows AFIDM to learn from experience 

and adapt to new conditions, thus performing well 

even as new attack strategies or network conditions 

may emerge. The feedback loop also enables AFIDM 

to be resilient to false positives and negatives, as it 

can fine-tune the weight associated with each 

classifier. This makes AFIDM very suitable for the 
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dynamic and diverse threat landscape of VANETs, 

ensuring a scalable, accurate, and real-time intrusion 

detection solution in vehicular networks. 

 
Figure 1.  System Architecture of AFIDM 

 

4. Results and discussion 

The Adaptive Fusion Intrusion Detection Model 

(AFIDM) was evaluated with the VeReMi dataset, 

which simulates various network traffic and attack 

scenarios typical in VANETs. AFIDM showed a 

noticeable improvement in detection accuracy, 

attaining 98.7% compared to 92.3% for Random 

Forest and 94.5% for XGBoost. This can be 

attributed to the fusion of multiple classifiers—

Random Forest, XGBoost, Decision Tree, and 

KNN—that enables AFIDM to capture a much wider 

range of attack patterns and yield more robust 

predictions. Moreover, the dynamic weight 

adjustment mechanism and adaptive feedback loop 

further improved the performance by reducing the 

false positive rate by 25% and increasing the recall by 

20%, particularly for rare attacks such as Denial of 

Service (DoS), which was detected with a recall of 

94.5% compared to 85% for standalone models. 

Its adaptive nature contributed much to the superior 

performance of AFIDM. The system dynamically 

adjusts fusion weights over time through a 

reinforcement learning algorithm, which allows it to 

fine-tune the detection capabilities and improve the 

detection accuracy for emerging threats. As a result, 

AFIDM achieved a very high precision of 96.5% and 

recall of 95.8%, showing that it can minimize false 

positives while having a good detection rate for both 

common and rare threats. The F1-Score of 96.1% 

further indicates that AFIDM has a balanced 

performance in terms of precision and recall and 

outperforms all other baseline models in all metrics. 

 
Table 1.  Performance Metrics Comparison of Various  

models 

Model Accuracy Precision Recall 
 

F1-

Score 
 

ADR 

Random 
Forest 

92.3% 90.4% 89.7% 90.0% 82.81% 

XGBoost 94.5% 92.1% 91.3% 91.7% 86.27% 

Decision 

Tree 

89.7% 86.3% 85.6% 85.9% 76.78% 

K-

Nearest 

Neighbor 
(KNN) 

88.9% 84.5% 86.2% 85.3% 76.61% 

Adaptive 

Fusion 

IDS 

(AFIDM) 

98.7% 96.5% 95.8% 96.1% 94.53% 

Considering real-time performance, AFIDM 

exhibited low latency, thus is suitable for deployment 

in VANETs where the rapid detection of threats is 

very important. It was able to make decisions on 

classifications in 2-3 seconds, which is highly 

competitive when compared to other state-of-the-art 

models, which mostly suffer from higher latencies. 

The comparison of different models based on various 

performance metrics is represented in Table 1. The 

analysis of different models regarding performance 

metrics such as precision, recall, F1-score, and 

accuracy is represented in Figure 2. The training and 

testing accuracy for different models are represented 

in Figure 3.These results confirm that AFIDM is not 

only a high-accuracy solution for intrusion detection 

but also one that can scale efficiently and respond 

quickly to dynamic attack patterns in resource- 

 
Figure 2.  Performance Metrics analysis of various models 
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Figure 3.  Training and testing accuracy for various 

models 

 
Figure 4.  Attack Detection Rate analysis of various 

models 

constrained environments, making it a promising 

choice for intrusion detection in VANETs. Attack 

Detection Ratio (ADR) is effectiveness metric for 

models to determine their ability in detecting attacks 

from a dataset. The measure shows how good the 

model is at finding intrusions—true positives—in 

relation to its accuracy and recall. Eqn 1 illustrates 

the formula used in computing ADR. Figure 4 depicts 

an analysis of the Attack Detection Rate for the 

different models. 

Formula for ADR: 

ADR = (Accuracy×Recall) / 100  ………  (1) 

Where: 

• Accuracy: The proportion of correct predictions, 

both true positives and true negatives, of all 

predictions made by the model. 

• Recall (or Sensitivity): The percentage of actual 

attacks (positive cases) that are correctly identified 

by the model. 

• Importance of ADR: 

• Comprehensive Evaluation: It combines accuracy 

and recall into one metric, enabling the evaluation 

of the model's effectiveness in detecting attacks. 

• Real-world Relevance: High ADR values mean 

that the model is not only accurate but also 

sensitive to attacks—something very critical in 

intrusion detection systems.  

 

5. Conclusion 

The proposed method presents an Adaptive Fusion 

Intrusion Detection Model, which is a strong and 

efficient framework for improving the security of 

Vehicular Ad Hoc Networks. By dynamically and 

hierarchically integrating multiple machine learning 

classifiers—Random Forest, XGBoost, Decision 

Trees, and K-Nearest Neighbor—the model, AFIDM, 

yields superior performance metrics with 98.7% 

accuracy and reduced false positive rates and high 

recall rates. With the features of dynamic weight 

adjustment and an adaptive feedback loop, this model 

adapts to changing network conditions and emerging 

threats. Due to its low latency (2-3 seconds), AFIDM 

is well suited for real-time deployment, thereby 

greatly responding to the need for fast and reliable 

intrusion detection of intelligent transportation 

systems. These results highlight the potential of 

AFIDM as a scalable, adaptive, and high-

performance solution for the creation of secure and 

resilient vehicular communication networks. Similar 

works have been done and reported [26-31]. 
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