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Abstract: 
 

Big data systems are encountering problems related to the effective implementation of 

large-scale data and the time taken and the resources needed to execute those data. This 

analysis shows that complex hierarchies of machine learning algorithms, where multiple 

models are integrated, have potential for improving the data processing in these 

systems. This paper provides key ideas of using both the supervised and unsupervised 

learning technique in order to deal with various types of data and for the enhancement 

of potential throughput. The proposed methodology exploits parallel processing features 

so that researchers can obtain real-time results without a significant amount of 

computation. Numerical results from experiments indicate that the proposed hybrid 

model has a better performance than the other machine learning models in terms of 

processing time and model accuracy. Further, the approach provides flexibility in 

handling the different types of data sources, and therefore can apply to various areas of 

practice including healthcare, finance and e-commerce. Finally, the paper points out 

that it is likely to observe high performance and scalability in the next generation of big 

data systems, particularly where hybrid machine learning models are implemented. 

 

1. Introduction 

Big data systems have revolutionized how 

organizations manage and process vast quantities of 

information. However, with the exponential growth 

in data volume, variety, and velocity, traditional 

data processing methods struggle to meet the 

demands of scalability, efficiency, and real-time 

analytics. Conventional pre-processing techniques 

used for small and medium-sized datasets are 

inadequate in handling large-scale real-time data 

scenarios. These challenges necessitate the 

integration of machine learning (ML) techniques to 

enhance the data processing capabilities of big data 

systems. Machine learning, particularly hybrid 

models that combine supervised and unsupervised 

techniques, offers promising solutions to address 

the complexities of big data. Supervised learning 

algorithms, such as support vector machines (SVM) 
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and decision trees, excel in predictive tasks with 

labeled data. On the other hand, unsupervised 

models like k-means clustering and density-based 

spatial clustering of applications with noise 

(DBSCAN) effectively uncover patterns and 

structures in unlabeled datasets. By integrating 

these methodologies, hybrid machine learning 

models can accommodate both structured and 

unstructured data, enabling comprehensive data 

analysis and reducing the risk of over fitting [1-6]. 

Distributed frameworks such as Apache Hadoop 

and Apache Spark have emerged as pivotal 

technologies to support hybrid ML models in big 

data environments.  

These frameworks facilitate parallel data processing 

across clusters, significantly enhancing scalability 

and reducing computational overhead. For instance, 

Kumar and Patel demonstrated that distributed ML 

models using Hadoop and Spark achieve faster data 

processing with improved scalability, making them 

ideal for large datasets [1]. Moreover, the 

integration of stream processing frameworks like 

Apache Kafka enables real-time data analytics, 

allowing organizations to derive actionable insights 

with minimal latency [3,5]. 

Real-time data processing is a critical requirement 

for industries such as healthcare, finance, and e-

commerce, where timely decision-making is 

paramount.  

Hybrid ML models equipped with real-time 

analytics capabilities offer a robust solution to this 

challenge. These models enable efficient processing 

of data streams while maintaining high accuracy 

and flexibility. For example, Wang et al. proposed a 

hybrid system incorporating supervised and 

unsupervised techniques to process real-time data 

streams effectively [3]. 

In addition to scalability and real-time processing, 

privacy and security remain key concerns in big 

data systems. Gupta et al. introduced privacy-

preserving ML models that ensure secure data 

processing without compromising the utility of the 

information. These models are particularly relevant 

in sensitive domains such as healthcare and finance, 

where data confidentiality is paramount [6].  

The proposed methodology in this paper seeks to 

address the limitations of traditional ML models by 

leveraging hybrid approaches and distributed 

frameworks. By combining supervised and 

unsupervised learning with parallel processing 

capabilities, the system enhances scalability, 

accuracy, and real-time performance. This paper 

aims to provide a comprehensive analysis of 

existing research and propose a hybrid 

methodology to optimize data processing in big 

data systems. 

 

2. Literature survey 

The integration of machine learning into big data 

systems has been extensively studied to address 

challenges related to scalability, efficiency, and 

flexibility. This section reviews key contributions 

to the field, focusing on hybrid ML techniques and 

their applications in big data environments. Kumar 

and Patel explored distributed ML frameworks 

using Apache Hadoop and Spark, emphasizing their 

scalability and efficiency in processing large 

datasets [1]. Their study demonstrated that 

distributed models significantly outperform 

centralized methods in terms of speed and resource 

utilization, making them suitable for training on 

massive datasets. Similarly, Zhang and Li proposed 

a hybrid ML model combining supervised and 

unsupervised techniques to improve data 

classification and clustering [2]. Their approach 

effectively addressed the challenges of handling 

both labeled and unlabeled data, leading to 

enhanced accuracy and reduced overfitting. Real-

time data processing is another critical area of 

research. Wang et al. developed a hybrid ML 

system incorporating stream processing 

frameworks such as Apache Kafka to enable real-

time analytics [3]. Their system achieved low 

latency and high efficiency, making it ideal for 

applications in the medical and financial sectors. 

Singh et al. extended this work by integrating deep 

learning techniques, such as convolutional neural 

networks (CNNs), with Apache Spark to process 

unstructured data, including images and text [5]. 

Their study highlighted the potential of deep 

learning in handling high-dimensional data in real-

time environments. Yang et al. focused on 

enhancing the scalability of ML models in big data 

systems. They proposed sampling techniques to 

reduce the dataset size without compromising 

critical information, coupled with parallel 

processing frameworks to improve efficiency [4]. 

Their findings emphasized the importance of 

scalable ML algorithms in addressing the growing 

demands of big data applications. Privacy and 

security in big data systems have garnered 

significant attention. Gupta et al. introduced a 

privacy-preserving hybrid ML model that combines 

secure multi-party computation (SMC) with ML 

techniques [6]. This model ensures data privacy 

during processing, making it particularly relevant 

for sensitive industries. Liu et al. addressed 

resource optimization in cloud-based big data 

systems by leveraging reinforcement learning 

within hybrid ML models [7]. Their approach 

dynamically allocated resources based on 

workload, improving system efficiency and 

scalability. 
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In addition to the above contributions, several 

studies have explored specific applications of 

hybrid ML models in big data environments. Tang 

and Chen investigated hybrid data processing 

models for large-scale ML, demonstrating their 

efficiency in handling structured and unstructured 

data [8,9]. Li et al. proposed scalable hybrid 

algorithms for distributed ML, emphasizing their 

adaptability to diverse datasets [9,10]. Xie et al. 

developed a comprehensive approach for hybrid 

ML in cloud computing, highlighting the benefits 

of combining traditional and advanced techniques 

to optimize resource utilization [11,12,13]. The 

integration of real-time analytics with hybrid ML 

models has also been a focal point. Park et al. 

demonstrated the effectiveness of hybrid models in 

processing streaming data with minimal latency 

[14,15]. Their findings underscored the potential of 

these models to transform industries requiring 

immediate decision-making. Kumar and Tiwari 

further optimized ML algorithms for scalability, 

showcasing their applicability in diverse big data 

scenarios [16,17]. Recent advancements in hybrid 

ML techniques have paved the way for innovative 

solutions to big data challenges. Luo and Tang 

streamlined big data analytics by combining 

traditional ML methods with deep learning 

frameworks [18,19]. Their approach significantly 

improved the accuracy and efficiency of data 

processing. Zhang and Wang introduced distributed 

hybrid models for big data analytics, emphasizing 

their scalability and adaptability to evolving data 

environments [20]. The studies reviewed in this 

section highlight the transformative impact of 

hybrid ML techniques on big data systems. By 

combining supervised and unsupervised learning, 

leveraging distributed frameworks, and 

incorporating real-time analytics, these models 

address critical challenges such as scalability, 

efficiency, and data privacy. The proposed 

methodology builds on these contributions to 

develop a robust system for optimizing data 

processing in big data environments. Table 1 is the 

comparison of existing systems in Big Data 

Processing using hybrid machine learning 

techniques. 

3. Proposed methodology 

The proposed methodology adopts both the 

conventional and the advanced machine learning 

approaches to enhance the data processing in big 

data systems. The method uses supervised learning 

as well as unsupervised methods and parallel 

processing paradigms to support scalability of 

processing data streams in large volume. The 

proposed system targets the quality and speed in the 

data analysis process, the computational overhead 

problem, data variety, and real-time processing 

constraint. The key components of the proposed 

methodology are linked to distribute data 

processing, the combination of machine learning 

approaches, and real-time analysis of data. Figure 1 

is the data flow in proposed methodology. 

3.1 System Overview 

The herein proposed hybrid system is a distributed 

system proposed to operate in distributed fashion 

based on the Apache Spark framework of parallel 

computation. Apache Spark is selected because of 

flexibility, scalability and high speed appropriate 

for processing big data. The information flow in the 

hybrid model uses more than one approach of the 

ML, where the algorithms used are either 

supervised like a Support Vector Machine (SVM) 

or Decision Tree or the unsupervised one consisting 

of k-means clustering and DBSCAN. This 

encourages ability to fit to any kind of datasets, 

which makes the method efficient in handling 

labeled and unlabeled data. 

Step 1: Data Preprocessing and Sampling 

The first phase is data pre-processing step to make 

data free from error’s noise, formatted and ready 

for analysis. They involve the steps of managing 

 

Table 1. Comparison of Existing Systems in Big Data Processing Using Hybrid Machine Learning Techniques 
Study/Approach Methodology Focus Area Advantages 

Kumar and Patel 

[1] 

Distributed ML (Hadoop, Spark) Scalable big data processing Efficient parallel processing; scalability 

Zhang and Li [2] Hybrid Model (Supervised + Unsupervised) Data classification, 
clustering 

Improved accuracy; adaptability 

Wang et al. [3] Real-time Hybrid ML with Stream 

Processing 

Real-time data analytics Low latency; real-time insights 

Yang et al. [4] Sampling + Parallel Processing Scalability optimization Reduces computational overhead 

Singh et al. [5] Deep Learning (CNNs) with Apache Spark Unstructured data processing High accuracy for complex data 

Gupta et al. [6] Privacy-Preserving Hybrid Model Data privacy and security Secure processing of sensitive data 

Liu et al. [7] Reinforcement Learning in Hybrid ML Resource optimization Dynamic resource allocation 

Tang and Chen [8] Hybrid Data Processing Models Large-scale ML tasks Efficient for structured and unstructured 

data 

Li et al. [9] Scalable Hybrid Algorithms Distributed ML Adaptability to diverse datasets 

Xie et al. [10] Hybrid ML in Cloud Computing Resource utilization Optimized resource management 
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the missing values and removing the duplicates of 

some data and normalizing the data set. Besides 

preprocessing, data sampling techniques are 

employed whereby a large dataset is reduced in size 

to a competent smaller dataset with comparable 

features. Sampling is extremely important when 

working with large sets because sampling allows 

reducing rationalization time. To enhance the level 

of generality of the data, the system uses several 

forms of sampling including the random sample 

and stratified random sample. 

Step 2: Hybrid Model Construction 

After the preparation of data, there is the hybrid 

model that is made. The hybrid approach includes 

two key components: 

Supervised Learning Models: Most of these 

models work with labeled data and they are used 

for the purpose of classifying or predicting in view 

of the known pairs. The most used algorithms like 

Support Vector Machines (SVMs), Decision Trees 

(DTs) etc., are embedded into the system. They are 

characterized by high accuracy in cases when they 

have been trained on large labeled datasets and 

whereby they produce predictions for other new 

data. 

Unsupervised Learning Models: These models 

are used to address unlabeled data which has 

become an attribute of big data. k-means a form of 

clustering and DBSCAN are used to find patterns 

within the data and classifies similar data points 

together. Unsupervised models are most helpful 

when there is no labeled data however they do aid 

to describe the structure of the given data set.Thus, 

the model can predict, cluster and analyze even if 

certain part of data is not labeled due to it being a 

part of a hybrid model, which gives incorporation 

of both supervised and unsupervised learning 

model. 

Step 3: Distributed Data Processing with 

Parallel Execution 

For scalability then, the proposed system uses 

Apache Spark for the data processing and analysis. 

Spark also accesses the data in mini batches that 

contain partitions, and these partitions are 

processed simultaneously in a cluster. This parallel 

execution is far much faster in performing the data 

processing activities than the conventional 

centralized processing. Also, Spark’s in-memory 

computing minimizes disk I/O, which in return 

enhances the functionality of the set system. 

Step 4: Real-Time Data Analytics 

Real time data analysis ability is crucial in many 

big data processing applications including the 

banking and finance, medical and health-care, and 

the commercial and retail industries. To ensure it 

can properly serve this need, the proposed system 

integrates stream processing features. The system 

can hence consume the data in real-time by 

incorporating Apache Kafka and Apache Spark 

Streaming and hence can propagate insights and 

decisions as real-time occurrences. The architecture 

of the machine learning model we proposed is an 

exponential and in-out learning system which can 

update and make prediction on real-time streaming 

data immediately as the data environment changes. 

Step 5: Model Optimization and Evaluation 

The last process is to tune the model for enhanced 

performance, as part of the methodology. This 

involves an optimization of the machine learning 

algorithms’ hyper parameters, feature selection and 

a performance assessment of the hybrid model by 

comparing the results to an accurate model and 

other parameters like accuracy, precise, recall, F1-

score. Data quantity is not a problem since both the 

modeling training set and the real-time streaming 

data are used in making the evaluation of the 

model. Besides, this approach employs cross-

validation methods to counter over fitting and as a 

result gives expected results on test data. 

 

 

 

 

 

 

 

 

 

 

Figure 1. Data Flow in Proposed Methodology 
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Support Vector Machine (SVM) Decision 

Function:  

The decision function for a Support Vector 

Machine (SVM) is given by:  

𝑓(𝑥) =  𝑤𝑇𝑥 +  𝑏                                 (1) 

Where:  

 w is the weight vector 

 x is the input feature vector 

 b is the bias term The SVM optimizes w 

and b such that the margin between 

different classes is maximized. 

     k-means Clustering Objective Function:  

 

The k-means objective function minimizes the 

sum of squared distances between data points and 

their assigned centroids: 

𝐽 =  ∑(𝑖 = 1 𝑡𝑜 𝑛)∑(𝑘 = 1 𝑡𝑜 𝐾)𝐼(𝑐𝑖 =

 𝑘)||𝑥𝑖 −  𝜇𝑘||
2

       

 (2) 

Where:  

n is the number of data points 

K is the number of clusters 

c_i is the cluster assignment for point x_i 

μ_k is the centroid of cluster k 

I(c_i = k) is an indicator function that equals 1 if 

x_i is assigned to cluster k and 0 otherwise 

 

4. Results and discussion 

In this section, the effect observed from applying 

the develop hybrid machine learning method for 

enhancing the data processing in the big data 

system is presented. We evaluate the performance 

of the system based on four key output parameters: 

The four criteria examined in the research is 

Processing Time, Accuracy, Scalability, and Real-

time. Both graphical analysis and statistical 

comparison with existing systems are used in 

presentation of the results. In experiments 

performed with synthetic and real datasets, we 

showed that the proposed system is faster compared 

to conventional machine learning algorithms and 

big data platforms. 

4.1 Experimental Setup 

The experimental setup consists of the following 

components: 

Dataset: We had two datasets for testing the 

system, which is the synthetic dataset that was pre-

labeled and also containing some unlabeled data for 

supervised and unsupervised analysis, while for 

real-time analysis we had the real-world e-

commercial dataset. 

Environment: The experiments were performed on 

an Apache Spark with 5 nodes each containing 16 

GB of RAM and 8 CPU cores [14]. The overall 

hybrid machine learning model was achieved in 

PySpark, while the used libraries were for support 

vector machines, decision trees, k-means clustering, 

and Apache Kafka for real-time processing. 

Comparison Models: We benchmarked the 

proposed system against traditional machine 

learning models such as SVM, Decision Trees and 

Big data Systems without using hybrid technique. 

1. Processing Time 

Thus, one of the main benefits of the proposed 

system is a decrease of processing time. Through 

the use of parallel processing using Apache Spark, 

data can be coordinated in different nodes of the 

cluster systems. To this end, we calculated the time 

it took the proposed methodology to process 

datasets of sizes in the range of 1GB to 10GB. 

Table 2. Processing Time Comparison 

Dataset 

Size 

Proposed 

System SVM[12] 

Decision 

Tree[13] 

1 GB 18.3 32.5 40.1 

5 GB 42.5 65.2 80.3 

10 GB 92.1 150 170.2 

 

Altogether, the results suggest that the proposed 

hybrid approach outperforms conventional models 

in terms of processing time. For example, when the 

system was dealing with a 5GB dataset, the hybrid 

model was able to complete data processing in 

approximately 35% less time compared to that 

required by traditional methods such as Support 

Vector Machine and Decision Trees executed on 

one node only. Apache Spark is highly distributed, 

which means that partitioning data and performing 

computations in parallel will experience less 

latency than if done centrally. The following chart 

gives the time analysis of the proposed 

methodology against the traditional models. Table 2 

and figure 2 shows comparison of processing time 

across different methods for varying dataset sizes. 

 

2. Accuracy 

Accuracy is one of the methods used in machine 

learning models as key performance indicators. To 

check the truthfulness of the hybrid model proposed 

in this paper, a classification task was performed on 

a synthetic data set consisting of 80% labeled data 
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and 20% unlabelled data. The successful integration 

of both the supervised and unsupervised learning 

methodology (SVM, Decision Trees, k-means) 

proved to be of higher accuracy as compared to 

regular standalone models are displayed in Table 3 

and figure 3. The results show that the hybrid 

model proposed in this paper reached an accuracy 

of 92%, while SVM and Decision Trees reached 

only 85% and 81% correspondingly. In particular, 

the unsupervised subset of the model enhanced the 

Classifiers accuracy for both the labeled and 

unlabeled sub-set by identifying the 

 
Figure 2. Comparison of processing time across 

different methods for varying dataset sizes. 

 
Figure 3. Accuracy comparison between the proposed 

hybrid model and traditional machine learning models. 

Table 3. Accuracy Comparison 

Model Accuracy (%) 

Proposed Hybrid Model 92 

Support Vector Machine (SVM) [12] 85 

Decision Tree  [13] 81 

 

existing undulating structures within the data set. 

Below is the accuracy comparison of the models: 

3. Scalability 

Another consideration that relates to big data is 

scalability. Specifically, the proposed hybrid model 

takes advantage of Apache Spark for distributed 

processing to accommodate the increasing size of 

the learning dataset. To evaluate scalability, the 

model to process datasets from 1GB to 10GB in 

size and to measure the processing time with 

increments of 1GB. The findings suggest that the 

hybrid model is linearly scalable with growing data 

size and outside data suggests little to no impact on 

its performance. The proposed methodology 

provided a better scalability in terms of DFIG 

parameters, compared with the traditional models in 

which the response illustrated considerable 

sluggishness with large datasets. This is because 

both training and inference activities of Deep 

Learning are divided across several Spark nodes are 

shown in Table 4 and figure 4. 

Table 4. Scalability Performance 

Dataset 

Size 

Proposed 

System 

(Processing 

Time) 

Traditional Systems 

(Processing Time) 

1 GB 18.3 

seconds 

32.5 seconds (SVM), 

40.1 seconds (DT) 

5 GB 42.5 

seconds 

65.2 seconds (SVM), 

80.3 seconds (DT) 

10 GB 92.1 

seconds 

150.4 seconds (SVM), 

170.2 seconds (DT) 

 

 
Figure 4. Scalability performance comparison across 

different systems as dataset size increases. 

 



K.Tamilselvan, M.N. Sudha, A.Saranya, D. Abdul Jaleel, Er. Tatiraju V. Rajani Kanth, S.D. Govardhan / IJCESEN 11-1(2025)775-782 

 

781 

 

4. Real-Time Performance 

Health and finance industries require real-time 

analysis of data. The melded plan of work also 

includes using Apache Kafka as the streaming 

platform so that the system in question processes it 

and analyses streaming data in real time are shown 

in Table 5 and Figure 5. We also tested the 

capability of the system using a real-time e-

commerce dataset streaming environment.Real-

time data analytics following the hybrid model took 

no more that 2 seconds in average, thus being fit for 

real-time use. Direct comparison with the 

conventional method of batch processing revealed 

that proposed system had 70% less latency and 

hence allow for quick information processing and 

even real time decision making. 

Table 5. Real-Time Performance Comparison 

System Latency (Seconds) 

Proposed Hybrid Model 1.8 

Batch Processing (Traditional) 6.1 

 

 
Figure 5. Comparison of real-time performance 

(latency) between the proposed model and traditional 

batch processing. 

 

4.2 Discussion 

The results of the experiments prove the efficiency 

of the proposed hybrid machine learning model 

compared to the basic versions of machine learning 

both in terms of time to complete the calculations 

and model accuracy as well as scalability and real 

time performance. The combination of both 

approaches allows an increased performance in 

both the cases of having label information for the 

training data as well as a portion of the data which 

has no label information associated with it. 

Additionally, the implementation of Apache Spark 

for distribution processing enhances scalability 

making the system capable to handle large dataset. 

Besides those of works Hybrid Machine Learning 

have been used in different application and reported 

in literature [21-27]. 

5. Conclusion 

The proposed hybrid machine learning 

methodology significantly enhances big data 

processing by combining supervised and 

unsupervised learning with distributed frameworks. 

Quantitatively, the system achieves superior 

accuracy, scalability, and reduced processing time 

compared to traditional models. Qualitatively, its 

flexibility in handling diverse datasets and real-time 

adaptability makes it valuable for industries such as 

healthcare and finance. The integration of parallel 

processing and real-time analytics ensures that the 

system remains robust and efficient in dynamic data 

environments. Future work will focus on extending 

the model's capabilities to incorporate advanced 

deep learning techniques and more sophisticated 

privacy-preserving mechanisms. Additional 

parameters, such as energy efficiency, fault 

tolerance, and dynamic resource allocation, will be 

explored. Moreover, integrating adaptive learning 

frameworks to handle evolving datasets and 

utilizing edge computing for decentralized analytics 

are promising directions. These enhancements will 

further improve the system’s scalability, usability, 

and relevance in addressing emerging challenges in 

big data systems. 
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