
 

 
 

Copyright © IJCESEN 

 

International Journal of Computational and Experimental 

Science and ENgineering 

(IJCESEN) 
 

Vol. 11-No.1 (2025) pp. 816-826 
http://www.ijcesen.com 

ISSN: 2149-9144 

 Research Article  
 

 

Deep Learning Based COVID-19 Detection Using Computed Tomography Images 
 

Abdullah Asım Yılmaz1*, Ömer Sevinç2 

 
1Atılım University, Engineering Faculty, Computer Engineering Department, 06830, Ankara- Türkiye 

* Corresponding Author Email: abdullah.yilmaz@atilim.edu.tr - ORCID: 0000-0002-3014-609X   
 

2Ondokuz Mayıs University, Vezirköprü Vocational School, Computer Programming Department, 55900, Samsun- 

Türkiye 

Email: osevinc@omu.edu.tr - ORCID: 0000-0003-0006-1682 

 
Article Info: 

 
DOI: 10.22399/ijcesen.963 

Received : 04 December 2024 

Accepted : 05 February 2025 

 

Keywords : 

 
COVID-19, 

Deep neural network, 

CT images, 

Deep learning.  

Abstract:  
 

The infectious coronavirus disease (COVID-19), seen in Wuhan city of China in 

December 2019, led to a global pandemic, resulting in countless deaths. The healthcare 

sector has become extensively use of deep learning (DL), a method that is currently quite 

popular. The aim of this study is to identify the best and most successful deep learning 

model and optimizer approach combination for COVID-19 diagnosis. For this reason, 

several DL methods and optimizer techniques are tested on two comprehensive public 

data set  to select the best DL model with optimizer technique. A variety of performance 

evaluation metrics, including f-score, precision, specificity, and accuracy, were used to 

assess the models' effectiveness. The experimental results show that the most suitable and 

effective architecture is DenseNet-201 in the network comparison, which achieved a 98% 

accuracy rate using the AdaGrad optimizer and 200 iterations. 

 

 

1. Introduction 
 

In recent years, the application of high technology in 

the health industry has increased significantly, 

especially in the field of diagnosis and detection of 

diseases. These advances have generated 

considerable interest, especially diagnose and detect 

respiratory disease COVID-19 caused by new 

coronavirus SARS-CoV-2. Changes such as turning 

into a global epidemic of COVID-19, the rapid 

spread of the virus and the increase or decrease of 

various clinical symptoms and mortality emphasize 

the need for timely medical care to avoid 

overloading the health system. Therefore, the 

development of urgent and effective methods for 

accurate and rapid detection of COVID-19 has 

become an important need. The diagnosis and 

detection of COVID-19 requires identification of a 

human disease or condition based on its signs and 

symptoms., as well as the identification of various 

biomarkers or patterns from a viral infection. This is 

usually accomplished by analyzing data from 

medical imaging such as chest X-rays, computed 

tomography (CT), clinical symptoms, and laboratory 

tests [1-5].    

 

Artificial Intelligence (AI) has seen rapid and 

significant advancements in tackling complex issues 

across various fields, including economics [6], 

medicine [7], and engineering [8-10] in recent years. 

Deep Learning (DL), a key area within AI, has 

gained considerable popularity, particularly in 

medical applications. Traditionally, many tasks were 

performed manually by doctors, but with the advent 

of DL, these time-intensive processes are becoming 

more efficient [11, 12]. This progress has spurred 

significant interest in developing DL-based methods 

for diagnosing COVID-19 utilizing both CT images 

[13] and X-ray [14]. 

This study aims to determine optimal model for 

diagnosis of COVID-19 by utilizing DL 

architectures with varying optimizers on COVID-

CT [15] and SARS-CoV-2 CT-scan [16] datasets. 

The architectures examined include ResNet-50 [17], 

UNet [18], SqueezeNet [19], AlexNet [20], 

MobileNetV2 [21], and DenseNet-201 [22]. The 

optimizers tested were Adaptive Moment Estimation 

(ADAM) [23], Adaptive Gradient Algorithm 

(AdaGrad) [24], Stochastic Gradient Descent (SGD) 

[25], and Root Mean Square Propagation 

(RMSProp) [26]. 

http://www.ijcesen.com/
http://dergipark.ulakbim.gov.tr/ijcesen
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The remainder of this paper is structured as follows: 

A brief summary of relevant work on COVID-19 

detection is given in Section 2. The COVID-19 

datasets used, the DL model frameworks that were 

employed, and the optimizer techniques are all given 

in detail in Section 3. Section 4 presents 

experimental results and discusses the success of the 

models. The paper is finally brought to a close in 

Section 5 with a discussion of future work and a 

summary. 

 

2. Related Work 
 

Wang et al. [27] suggested a model named 

DeCoVNet to classify COVID-19 cases and localize 

lesions using chest CT scans. The DeCoVNet model 

integrates a progressive classifier with adaptive, 

stridden, and global maximum pooling layers 

alongside convolution and fully connected layers. 

The DeCoVNet also incorporates a weakly 

supervised lesion localization algorithm, combining 

3d connected component [28] and class activation 

mapping [29] activation methods for improved 

lesion detection. In addition, Wang et al. employed 

a pre-trained UNet [18] to segment lung area. After 

being trained on 499 CT volumes and tested on 131 

CT volumes, this model produced an accuracy of 

0.901 at a probability threshold of 0.5, a negative 

predictive value of 0.982, and a positive predictive 

value of 0.840. The model's receiver operating 

characteristic (ROC) curve (ROC AUC) was 0.959 

and its recision-recall (PR) curve (so-called area 

under curve (AUC)) was 0.975. DeCoVNet showed 

significantly better performance than traditional 

classifiers, exceeding their accuracy by at least 10% 

according to the study's findings. While it achieved 

impressive results, it still fell short of matching the 

performance of human experts. The model also 

provided a high lesion localization hit rate of 68.5% 

without using lesion annotations, highlighting its 

potential effectiveness in clinical settings. 

Jaiswal et al. [30] suggested a deep transfer learning 

model based on DenseNet201 for classifying 

COVID-19 infected patients utilizing chest CT 

images. The model leverages DenseNet201's 

architecture, which includes dense connections and 

feature reuse, making it highly efficient and effective 

even with smaller datasets. The DenseNet201 is 

pretrained on ImageNet dataset, and its weights are 

fine-tuned for the COVID-19 classification task. The 

proposed model's architecture includes dense blocks 

separated by transition layers that include batch 

normalization, 2x2 average pooling, and 1x1 

convolution layers, enhancing network's 

connectivity and performance. Experimental results 

indicate that model achieves high classification 

accuracy of 96%, with a notable reduction in false 

negative and false positive rates, making it a reliable 

alternative to rapid COVID-19 testing kits. 

A DL-based CT diagnosis method was created by 

Song et al. [31] in order to locate the primary lesions 

and identify the pneumonia-causing COVID-19. The 

proposed model, named details relation extraction 

neural network (DRENet), utilizes a pre-trained 

ResNet50 [17] architecture enhanced with a Feature 

Pyramid Network and an attention module to extract 

and analyze important features from CT images. The 

model was validated and trained on a dataset 

comprising CT images from 88 COVID-19 patients, 

100 bacterial pneumonia patients and 86 healthy 

individuals. The results demonstrated that DRENet 

achieved high accuracy, with a precision of 79%, a 

recall of 96%, and an AUC of 95% in differentiating 

COVID-19 from bacterial pneumonia. When 

discriminating COVID-19 from other conditions, the 

model achieved a precision of 86% and a recall of 

93%. Additionally, the model was able to effectively 

highlight main lesion features, such as ground-glass 

opacity, aiding visual diagnosis by medical 

professionals. 

The goal of He et al. [32] was to create deep learning 

techniques that might yield excellent diagnosis 

accuracy rates even in the case of sparse training CT 

samples. They suggested a self-supervised transfer 

learning (Self-Trans) method. To acquire robust and 

unbiased feature representations, contrastive self-

supervised learning was paired with transfer learning 

to lower the danger of over-fitting. Additionally, 

they made a public data set with hundreds of CT 

scans that tested positive for COVID-19 available. 

According to the results obtained from the study, the 

Self-Trans method showed superior performance, 

achieving an AUC of 94% and an f-score of 85% in 

diagnosing COVID-19 from CT scans, despite being 

trained on only a few hundred CT scans. 

Wua et al. [33] presented a multi-view fusion model 

based on DL to improve screening of COVID-19 

disease. The proposed model incorporates  ResNet50 

architecture, processing sagittal, axial, and coronal 

views of the lung regions segmented from CT scans. 

The datasets used in the study were split into test, 

training, and validation sets with a distribution of 50, 

395, and 50 cases, respectively. Here,  RMSprop 

optimizer was used to train the model with a batch 

size of 4 and a learning rate of 1×10−5. The study 

demonstrated that the multi-view model 

significantly outperforms the single-view model, 

achieving higher AUC, accuracy, and sensitivity 

across training, test, and validation sets. The multi-

view model achieved sensitivity of 0.823, accuracy 

of 0.833, and an AUC of 0.905 in the training set, 

with comparably strong results in the validation and 

test sets, highlighting its potential for improving 

COVID-19 diagnosis accuracy. 
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3. Material and Method 

 
Lately, deep learning methods have shown 

exceptional proficiency with optimal performance in 

the domains of image processing and computer 

vision. This success of deep learning methods later 

found a place in the health sector and began to be 

widely used. 

The objective of this study is to classify CT scans 

into two groups: normal and COVID-19 positive.  To 

accomplish this classification, it is proposed six DL 

algorithms with different optimizers. These are 

ResNet-50 [17] , UNet [18], SqueezeNet [19], 

AlexNet [20], MobileNetV2 [21], and DenseNet-

201 [22]. The details of proposed methodology 

utilizing DL methods for COVID-19 diagnosis using 

CT images is provided in Section 3.2 . The suggested 

method is shown in Figure 1. 

This section's remaining content is organized as 

follows: While the COVID-19 datasets are described 

in full in Section 3.1. The suggested methodology 

using DL methods with different optimizers for 

COVID-19 detection is given in Section 3.2.  

Sections 3.3 and 3.4 thoroughly explain the deep 

learning methods and optimizer techniques utilized, 

respectively. 

 

 
 

Figure 1. The overview of the proposed model 

 
3.1. Datasets 

 

COVID-CT [15] and SARS-CoV-2 CT-scan [16] 

datasets were used in this study. Examples of CT 

scans from this data collection are shown in Figure 

2. 658 of these CT images were utilized for testing, 

while the remaining 2636 were employed for 

training. The COVID-CT dataset [15] comprise 349 

COVID-19 positive CT images obtained from 216 

patients.  The dataset also includes metadata for 169 

patients with age information and 137 with gender 

information. Here, the female and male patient 

numbers are 51 and 86 respectively. For negative 

training examples, non-COVID-19 CT images were 

sourced from multiple databases, including MedPix, 

LUNA, Radiopaedia, and PubMed Central, resulting 

in a total of 463 images from 55 patients. 

Additionally, the dataset for validation and testing 

includes original CT images not extracted from 

papers, with the test set comprising 168 non-

COVID-19 images from 20 patients and 173 

COVID-19 images from 4 patients, and the 

validation set containing 64 non-COVID-19 images 

from 39 patients and 88 COVID-19 images from 4 

patients. The 2,482 CT scans in the SARS-CoV-2 

CT-scan dataset [16] include 1,252 scans from 

COVID-19-infected patients and 1,230 images from 

non-infected individuals with other pulmonary 

conditions. These scans were taken from actual 

patients in Brazilian hospitals in Sao Paulo. The 

dataset was produced to aid in the improvement of 

AI techniques that use CT scan analysis to detect 

COVID-19 infections. Promisingly high accuracy 

and f-scores were obtained with the eXplainable 

Deep Learning approach (xDNN) applied to this 

dataset. The dataset and xDNN code are publicly 

available to encourage further research and 

development in this area. 

 

 
 

Figure 2. Sample CT images from the COVID-CT and 

SARS-CoV-2 CT-scan datasets for normal cases (a) and 

COVID-19 patients (b). 

3.2. Methodology 

 

The suggested methodology, which is illustrated in 

Figure 1, is designed to classify CT images. This 

method distinguishes COVID-19 virus-infected CT 

scans from healthy CT scans. First, COVID-19 data 

are collected from two extensive datasets. Second, 

the original datasets are subjected to the pre-

processing stage. In order to eliminate the noise in 

the original photos, the original datasets were rebuilt 
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using Python code [34] with Fuzzy Color technique. 

The goal was to produce images with higher data 

quality. In addition, the datasets' images were 

standardized by changing their size to use 224-pixel-

wide, 224-pixel-high images with three channels. 

Thirdly, the selected six deep learning models 

(ResNet-50 [17], UNet [18], SqueezeNet [19], 

AlexNet [20], MobileNetV2 [21], and DenseNet-

201 [22]) were used as pre-trained network, and 

high- and low-level COVID-19 features are 

extracted using pre-trained networks. Finally, SVM 

method, which combines effective features to 

provide successful outcomes in numerous classes, 

was used to carry out the classification process. 

Here, the CT scan images are classified as COVID-

19 positive and normal. 

 

3.3. Optimizer Methods 

 

The purpose of an optimizer is to minimize loss, 

which is the discrepancy between predicted and 

actual values. Therefore, the method of optimizer 

that is selected is crucial for study. This study 

employs four distinct optimizer methods:  Root 

Mean Square Propagation (RMSProp), Stochastic 

Gradient Descent (SGD), Adaptive Gradient 

Algorithm (AdaGrad) and Adaptive Moment 

Estimation (ADAM). 

The (ADAM) optimizer [23]  is a widely used 

adaptive learning rate optimization algorithm in 

deep learning, designed to speed up convergence and 

handle noisy gradients. It combines the advantages 

of two methods: AdaGrad, which adapts learning 

rates for individual parameters, and RMSprop, 

which scales gradients to maintain stability. ADAM 

calculates running averages of both the squared 

gradient and the gradient, allowing for adaptive 

learning rates that adjust during training. This results 

in more efficient training, especially for complex 

models and large datasets, with minimal 

hyperparameter tuning needed for effective 

performance. The ADAM updating rule is provided 

in the equation 1 [35-38]: 

 

           
 

The AdaGrad optimizer [24]  is designed to adjust 

the learning rate for each parameter individually, 

improving optimization efficiency, especially for 

sparse data. Its key feature is scaling the learning rate 

based on the historical accumulation of squared 

gradients. This causes frequently updated 

parameters to have smaller learning rates, while 

infrequent updates retain larger learning rates. 

AdaGrad’s per-parameter learning rate adaptation 

helps models converge faster for tasks like natural 

language processing or image recognition with 

sparse features. However, it can result in overly 

small learning rates over time, limiting its 

effectiveness for longer training periods. 

The SGD optimizer [25] is a simple and widely used 

optimization method in machine learning, 

particularly for deep learning. Its purpose is to 

minimize the loss function by updating model 

parameters in the direction of the negative gradient 

of the loss, one data sample at a time. Unlike 

traditional gradient descent, which computes the 

gradient for the entire dataset, SGD updates the 

parameters more frequently by using smaller, 

random batches of data, which speeds up the training 

process. While this introduces more noise, leading to 

faster but less stable convergence, it often helps 

escape local minima and improves generalization. 

Equation 1 is used for parameter updating in the 

SGD: 

 

           
 

The RMSProp optimizer [26] is generated to 

improve the efficiency of gradient-based 

optimization by addressing issues related to learning 

rate decay in AdaGrad. Its purpose is to maintain a 

moving average of the squared gradients for each 

parameter, which helps normalize the updates and 

prevent the learning rate from becoming too small. 

RMSProp adjusts the learning rate dynamically 

based on recent gradient information, making it 

well-suited for non-stationary and online learning 

tasks. By keeping the learning rate steady, it helps 

models converge faster and more reliably, especially 

in scenarios where gradients vary significantly 

during training, such as in deep learning with 

complex data. The update rule is as follows for 

RMSProp [39]: 

 

             (3) 

   …              

 

3.4. Optimizer Methods 

 

DenseNet-201 [22] is a deep convolutional neural 

network (CNN) designed to improve efficiency and 

accuracy by connecting each layer to every other 

layer in a densely connected architecture. Unlike 

traditional models where each layer receives inputs 

from the previous layer and passes its output to the 

next, DenseNet-201 introduces direct connections 

between all layers, ensuring that feature maps are 

reused and gradients are more effectively propagated 

during backpropagation. This model consists of 201 

(1) 

(2) 
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layers organized into dense blocks, where each layer 

takes all preceding feature maps as input. DenseNet-

201 uses a bottleneck and transition layers to reduce 

the number of parameters, making it 

computationally efficient despite its depth. The 

model demonstrated superior performance on 

benchmark datasets such as ImageNet, achieving a 

top-5 error rate of 5.44%, while requiring fewer 

parameters and less computation compared to other 

state-of-the-art networks. UNet [18] is a deep 

learning model designed specifically for biomedical 

image segmentation tasks. The UNet architecture is 

built upon a fully convolutional network and is 

composed of a contracting path that captures context 

and a symmetric expanding path that allows for 

precise localization. This structure enables the model 

to be trained end-to-end with a relatively small 

amount of annotated data, thanks to an effective data 

augmentation strategy that includes elastic 

deformations. The UNet's implementation, based on 

the Caffe framework, is optimized for speed, 

segmenting a 512x512 image in less than a second 

on a recent GPU. The model demonstrated superior 

performance on the ISBI cell tracking challenge 

2015, achieving an average intersection over union 

of 77.5% and 92% values on DIC-HeLa and PhC-

U373 datasets respectively, significantly 

outperforming previous best methods by large 

margins. AlexNet [20] was designed to classify 

high-resolution images from the ImageNet dataset, 

which includes over 1000 different classes and 1.2 

million images. This proposed model comprises five 

convolutional layers followed by three fully 

connected layers, with a final 10000 way softmax 

layer to produce classification outputs. The model 

incorporates several innovations, such as the use of 

ReLU (Rectified Linear Units) for faster training, 

local response normalization, overlapping pooling, 

and dropout to reduce overfitting. This model was 

trained on two GPUs for improved computational 

efficiency and achieved a top-5 error rate of 17.0% 

and a top-1 error rate of 37.5% on ILSVRC-2010 

dataset, significantly outperforming previous state-

of-the-art methods. In ILSVRC-2012 competition, 

AlexNet achieved a winning top-5 error rate of 

15.3%, demonstrating effectiveness of deep 

convolutional networks for large-scale image 

classification. SqueezeNet [19], a deep 

convolutional neural network architecture, presents 

conceived to obtain AlexNet-level accuracy on the 

ImageNet dataset with 50 times fewer parameters. 

SqueezeNet employs three primary design methods: 

delaying downsampling to maximize the spatial 

resolution in the convolution layers, decreasing the 

number of input channels to 3x3 filters using 

"squeeze" layers, and replacing 3x3 filters with 1x1 

filters to reduce the number of parameters. The 

architecture consists of "Fire modules," which 

combine 1x1 and 3x3 filters to balance model size 

and accuracy. SqueezeNet demonstrates the 

potential of small CNNs by achieving similar 

accuracy to AlexNet but with a significantly reduced 

model size of 4.8 MB. Further compression 

techniques, such as Deep Compression, reduce 

SqueezeNet to as little as 0.47 MB, making it highly 

suitable for deployment on devices with limited 

memory, like FPGAs and autonomous vehicles, 

without loss of accuracy. This approach shows that 

compact models are feasible and opens up new 

possibilities for efficient CNN design and 

deployment.The ResNet-50 [17] model, a deep 

convolutional neural network, is designed to enable 

the training of very deep networks by addressing the 

vanishing gradient problem, which often hampers 

the performance of traditional deep neural networks. 

ResNet-50 consists 50 layers, including average 

pooling layer, maximum pooling layer, and 48 

convolutional layers, built around concept of 

residual learning. In order to enable deeper networks 

without deterioration, the model incorporates 

"shortcut connections" that bypass one or more 

layers and enable the network to learn residual 

functions with reference to the inputs. This 

architecture utilizes residual blocks with a 

bottleneck design that reduces computational 

complexity and ensures efficient training. ResNet-50 

achieved state-of-the-art performance in image 

classification tasks, particularly on ImageNet 

dataset, with a top-5 error rate of 5.25%, 

significantly outperforming previous models and 

proving the effectiveness of deeper architectures for 

large-scale visual recognition tasks. MobileNetV2 

[21] is a deep learning architecture optimized for 

resource-constrained and mobile environments that 

advances state-of-the-art in performance across 

benchmarks and multiple tasks. MobileNetV2 

features an "inverted residual with linear bottleneck" 

architecture, where shortcut connections are made 

between thin bottleneck layers while intermediate 

expansion layers use lightweight depthwise 

convolutions to introduce non-linearity. This design 

minimizes memory footprint by not fully 

materializing large intermediate tensors, which is 

crucial for mobile applications. The model is 

evaluated on tasks like VOC image segmentation, 

COCO object detection, and ImageNet 

classification, showing superior performance-to-

computation ratios. MobileNetV2 achieves 

competitive results, such as a top-1 accuracy of 

72.0% on ImageNet with only 3.4 million 

parameters and 300 million multiply-adds, and 

demonstrates its efficiency through the SSDLite 

variant for object detection, which is 20x more 

computationally efficient than previous models 
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while maintaining accuracy. The results highlight 

the architecture's effectiveness for mobile and real-

time applications. 

 

4. Results and Discussions 

 
This section give the experiments carried out in this 

work and the results of these experiments. We first 

provide a detailed description of the experimental 

setup used for the classification tasks in Section 3.1. 

The results of the experiments conducted on the two 

datasets are then provided in Section 3.2, along with 

a discussion of the results. 

 
Table 1. The hyperparameters of suggested model 
Hyperparameter Value(s) 

Epoch Count 100, 200 

Loss Type Categorical cross 

entropy 

Optimizer ADAM, AdaGrad, 

SGD, RMSProp 

Learning rate 0.01 - 0.0001 

Dropout 0.5 

Batch size 128 

Validation, test, train 

split ratios 

0.1:0.2:0.7 

 
Table 2. The evaluation metrics formulas 

Evaluation Metric Equation 

F-score 2*TP / 

(2*TP+FP+FN) 

Sensitivity TP / (TP+FN) 

Accuracy (TP+TN) / 

(TP+TN+FP+FN) 

Specificity TN / (TN+FP) 

 

4.1. Experimental Setup 

 

Our studied model was implemented utilizing 

Python scripting language, and experiments were 

conducted on a personal computer running Linux 

platform on a 64 GB RAM and 5.0 GHz Intel Core 

i9 13700H CPU. From the datasets, the test, training, 

and validation data were selected at random, and 

evaluation were completed separately. A total of 

10% of the data was used for validation, 20% for 

testing, and 70% for training. The training procedure 

ran without GPU support for around fifty hours, 

stopping at three hundred epochs. In addition, while 

softmax is used in the output layer, Rectified Linear 

Unit (ReLU) [39] is used in the hidden layer. Table 

1 displays the hyperparameters chosen for the 

experiments. 

 
4.2. Experimental Results 

 

The models were individually trained on the training 

dataset using each iteration value and optimizer. The 

models performance was tested after each training 

operation is carried out. Evaluation metrics 

including f-score, precision, specificity and accuracy 

were utilized to assess the performance of the 

architectures. The formulae in Table 2 were used to 

calculate these evaluation metrics, where FN and TN 

represent false negative and true negative, while FP 

and TP denote false positive and true positive. The 

models' performances are displayed in Table 3. The 

table's abbreviations for the f-score, precision, 

specificity, and sensitivity are fsc, pre, spe, and acc, 

respectively. Upon reviewing  Table 3  and  Table 4,  

DenseNet-201  

achieved the highest accuracy rate at 98%, using the 

AdaGrad optimizer and 200 iterations. When 

analyzing the best results from other architectures, 

SGD and RMSprop were each used in 5 

experiments, while the ADAM optimizer was used 

in 6. Among these, 8 results were obtained with 100 

iterations and 12 with 200 iterations. AlexNet 

produced lowest accuracy of 31% with the SGD 

optimizer at 100 iterations. Moreover, AlexNet's 

highest accuracy of 67% was notably lower 

compared to other architectures. DenseNet model 

performed exceptionally well, with accuracy rates of 

91% or higher. 

The f-scores show that the best result is 0.97, while 

the lowest is 0.64. DenseNet-201 achieved an f-score 

of 0.97 using the AdaGrad optimizer with 200 

iterations, whereas the AlexNet network scored 0.35 

with the SGD optimizer and 100 iterations. 

DenseNet models consistently outperform others in 

f-scores. 

For sensitivity values, the top architectures are 

DenseNet-201, UNet, and SqueezeNet, all achieving 

a sensitivity value of 0.99. DenseNet-201 reached 

this using the SGD and AdaGrad optimizers with 

100 and 200 iterations, respectively. SqueezeNet 

produced the same result with SGD at 100 iterations 

and AdaGrad at 200 iterations. UNet achieved 0.99 

using AdaGrad at 100 and 200 iterations, as well as 

RMSprop and ADAM at 100 iterations. In terms of 

specificity values, DenseNet-201 stands out as the 

best architecture, while AlexNet performed the 

worst. DenseNet-201 achieved a specificity of 0.97 

with RMSprop at 200 iterations. On the lower end, 

AlexNet produced the lowest specificity value using 

the SGD optimizer with 200 iterations. For precision 

values, the highest result was achieved by DenseNet-

201 with a score of 0.96, using 200 iterations and the 

RMSprop optimizer. The lowest precision score was 

0.15, produced by ResNet-50 with the SGD 

optimizer and 200 iterations. Analyzing all precision 

values, ADAM was the optimizer used in most of the 

top-performing results, with 200 iterations. Once 

again, DenseNet models demonstrated superior 

performance in these results.
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Table 3. Performances of networks on COVID-CT dataset 
 

Networks Optimizer Iter Acc Sen Spe Pre Fsc 

AlexNet AdaGrad 100 0.59 0.90 0.54 0.31 0.65 

AlexNet RMSprop 100 0.68 0.91 0.61 0.42 0.74 

AlexNet SGD 100 0.49 0.94 0.57 0.34 0.64 

AlexNet ADAM 100 0.66 0.94 0.58 0.35 0.73 

AlexNet AdaGrad 200 0.60 0.94 0.54 0.32 0.71 

AlexNet RMSprop 200 0.63 0.94 0.56 0.24 0.72 

AlexNet SGD 200 0.51 0.93 0.47 0.33 0.66 

AlexNet ADAM 200 0.67 0.92 0.60 0.43 0.76 

UNet AdaGrad 100 0.86 0.99 0.62 0.34 0.78 

UNet RMSprop 100 0.87 0.99 0.77 0.68 0.88 

UNet SGD 100 0.68 0.98 0.61 0.29 0.77 

UNet ADAM 100 0.84 0.99 0.75 0.64 0.87 

UNet AdaGrad 200 0.84 0.99 0.74 0.62 0.86 

UNet RMSprop 200 0.79 0.96 0.70 0.53 0.83 

UNet SGD 200 0.72 0.98 0.64 0.39 0.79 

UNet ADAM 200 0.88 0.97 0.73 0.59 0.85 

SqueezeNet AdaGrad 100 0.89 0.92 0.88 0.65 0.92 

SqueezeNet RMSprop 100 0.83 0.86 0.73 0.62 0.86 

SqueezeNet SGD 100 0.93 0.99 0.85 0.81 0.93 

SqueezeNet ADAM 100 0.91 0.97 0.93 0.92 0.96 

SqueezeNet AdaGrad 200 0.94 0.99 0.87 0.89 0.96 

SqueezeNet RMSprop 200 0.96 0.94 0.92 0.92 0.95 

SqueezeNet SGD 200 0.89 0.93 0.81 0.75 0.91 

SqueezeNet ADAM 200 0.94 0.89 0.94 0.95 0.93 

MobileNetV2 AdaGrad 100 0.78 0.90 0.71 0.62 0.81 

MobileNetV2 RMSprop 100 0.91 0.94 0.84 0.81 0.91 

MobileNetV2 SGD 100 0.76 0.98 0.67 0.45 0.83 

MobileNetV2 ADAM 100 0.84 0.98 0.71 0.55 0.84 

MobileNetV2 AdaGrad 200 0.76 0.72 0.76 0.74 0.75 

MobileNetV2 RMSprop 200 0.91 0.95 0.83 0.84 0.89 

MobileNetV2 SGD 200 0.94 0.98 0.77 0.67 0.87 

MobileNetV2 ADAM 200 0.94 0.97 0.88 0.87 0.93 

ResNet-50 AdaGrad 100 0.64 0.95 0.59 0.36 0.70 

ResNet-50 RMSprop 100 0.73 0.96 0.66 0.45 0.79 

ResNet-50 SGD 100 0.54 0.98 0.62 0.36 0.69 

ResNet-50 ADAM 100 0.71 0.97 0.63 0.37 0.78 

ResNet-50 AdaGrad 200 0.65 0.96 0.59 0.35 0.75 

ResNet-50 RMSprop 200 0.68 0.97 0.61 0.29 0.77 

ResNet-50 SGD 200 0.56 0.98 0.54 0.38 0.71 

ResNet-50 ADAM 200 0.72 0.97 0.65 0.48 0.81 

DenseNet-201 AdaGrad 100 0.91 0.98 0.83 0.77 0.92 

DenseNet-201 RMSprop 100 0.93 0.98 0.85 0.81 0.93 

DenseNet-201 SGD 100 0.95 0.99 0.87 0.84 0.94 

DenseNet-201 ADAM 100 0.95 0.97 0.92 0.92 0.96 

DenseNet-201 AdaGrad 200 0.98 0.99 0.88 0.86 0.97 

DenseNet-201 RMSprop 200 0.94 0.96 0.97 0.96 0.95 

DenseNet-201 SGD 200 0.97 0.98 0.91 0.92 0.94 

DenseNet-201 ADAM 200 0.95 0.96 0.94 0.93 0.96 

 

Table 4. Performances of networks on SARS-CoV-2 CT-scan dataset 
 

Networks Optimizer Iter Acc Sen Spe Pre Fsc 

AlexNet AdaGrad 100 0.39 0.64 0.31 0.28 0.36 

AlexNet RMSprop 100 0.45 0.62 0.36 0.32 0.44 

AlexNet SGD 100 0.31 0.71 0.38 0.24 0.35 

AlexNet ADAM 100 0.45 0.66 0.35 0.27 0.46 

AlexNet AdaGrad 200 0.42 0.65 0.37 0.28 0.42 

AlexNet RMSprop 200 0.43 0.68 0.33 0.26 0.43 
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AlexNet SGD 200 0.32 0.67 0.28 0.22 0.38 

AlexNet ADAM 200 0.47 0.66 0.37 0.28 0.48 

U-Net AdaGrad 100 0.66 0.69 0.42 0.25 0.49 

U-Net RMSprop 100 0.67 0.75 0.54 0.5 0.59 

U-Net SGD 100 0.48 0.68 0.42 0.21 0.48 

U-Net ADAM 100 0.66 0.75 0.54 0.48 0.57 

U-Net AdaGrad 200 0.64 0.73 0.51 0.44 0.56 

U-Net RMSprop 200 0.59 0.72 0.47 0.35 0.54 

U-Net SGD 200 0.53 0.73 0.42 0.28 0.52 

U-Net ADAM 200 0.68 0.71 0.50 0.41 0.56 

SqueezeNet AdaGrad 100 0.69 0.66 0.65 0.79 0.63 

SqueezeNet RMSprop 100 0.65 0.62 0.52 0.44 0.59 

SqueezeNet SGD 100 0.72 0.71 0.6 0.61 0.66 

SqueezeNet ADAM 100 0.73 0.72 0.74 0.69 0.71 

SqueezeNet AdaGrad 200 0.75 0.73 0.64 0.72 0.68 

SqueezeNet RMSprop 200 0.78 0.68 0.69 0.73 0.64 

SqueezeNet SGD 200 0.69 0.64 0.59 0.58 0.58 

SqueezeNet ADAM 200 0.74 0.65 0.72 0.76 0.65 

MobileNetV2 AdaGrad 100 0.59 0.63 0.48 0.45 0.53 

MobileNetV2 RMSprop 100 0.72 0.69 0.62 0.63 0.64 

MobileNetV2 SGD 100 0.58 0.74 0.46 0.32 0.57 

MobileNetV2 ADAM 100 0.64 0.72 0.48 0.37 0.55 

MobileNetV2 AdaGrad 200 0.55 0.45 0.53 0.56 0.45 

MobileNetV2 RMSprop 200 0.71 0.69 0.61 0.66 0.62 

MobileNetV2 SGD 200 0.75 0.73 0.55 0.49 0.59 

MobileNetV2 ADAM 200 0.74 0.71 0.65 0.69 0.64 

ResNet-50 AdaGrad 100 0.45 0.66 0.39 0.28 0.44 

ResNet-50 RMSprop 100 0.53 0.70 0.43 0.29 0.5 

ResNet-50 SGD 100 0.41 0.65 0.39 0.25 0.45 

ResNet-50 ADAM 100 0.51 0.71 0.42 0.21 0.49 

ResNet-50 AdaGrad 200 0.45 0.68 0.36 0.22 0.44 

ResNet-50 RMSprop 200 0.48 0.71 0.38 0.21 0.46 

ResNet-50 SGD 200 0.36 0.62 0.31 0.15 0.42 

ResNet-50 ADAM 200 0.52 0.72 0.42 0.34 0.52 

DenseNet-201 AdaGrad 100 0.71 0.70 0.61 0.59 0.63 

DenseNet-201 RMSprop 100 0.74 0.73 0.63 0.62 0.64 

DenseNet-201 SGD 100 0.73 0.72 0.62 0.64 0.61 

DenseNet-201 ADAM 100 0.75 0.71 0.69 0.74 0.67 

DenseNet-201 AdaGrad 200 0.79 0.76 0.65 0.67 0.72 

DenseNet-201 RMSprop 200 0.74 0.74 0.74 0.78 0.66 

DenseNet-201 SGD 200 0.78 0.75 0.68 0.75 0.70 

DenseNet-201 ADAM 200 0.75 0.69 0.71 0.76 0.67 

When reviewing all the results in the table, DenseNet 

model emerge as the most successful architecture, 

while AlexNet proves to be less effective. Despite 

AdaGrad being the optimizer responsible for most of 

the top-performing results, the ADAM optimizer 

also showed strong performance overall. Figure 3 

illustrates the normalized confusion matrixes for 

DenseNet-201, using AdaGrad as the optimizer, 

with 100 and 200 iterations. 

 

5. Conclusion 

 
People who have COVID-19 are likely to experience 

long-term lung damage, which may eventually lead 

to death. The purpose of this study was to 

differentiate between healthy patients and those who 

had COVID-19-related lung injury. This study 

examined how well DL models with various 

optimizers performed in identifying COVID-19 

disease from CT images using various optimizers in 

various DL architectures. Furthermore, iteration 

number was configured at two distinct values, 100 

and 200. While ADAM, AdaGrad, SGD and 

RMSProp were used as optimizers, ResNet-50, 

UNet, SqueezeNet, AlexNet, MobileNetV2, and 

DenseNet-201 were utilized as DL models in this 

study. The efficiency of DL models with different 

optimizers was observed. F-score, precision, 

specificity and accuracy were used as evaluation 

metrics. The results showed that AlexNet was the 

less successful architecture, whereas DenseNet-201 

was fairly successful. 
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Figure 3. Confusion matrixes obtained by the DenseNet-

201 model and AdaGrad optimizer after 100 (a) and 200 

epochs (b). 

 

The bulk of the top values in evaluation metrics 

contain the AdaGrad optimizer, even if ADAM is the 

better optimizer for the majority of architectures' 

own best results. In future work, we plan to compare 

the performances of more DL models on different 

databases and employ metaheuristic techniques for 

hyperparameter optimisation. Additionally, it is 

aimed to perform deep learning-based analyses 

utilizing data images of other organs affected by the 

virus. COVID-19 is studied and reported [40-43]. 
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