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Abstract:  
 

Catastrophic forgetting is still a big issue in sequential learning and in particular for 

Natural Language Processing (NLP) models that tend to forget knowledge encoded in 

previous tasks when learning new targets. To do this, we present a Dynamic Task 

Weighting Mechanism which forms a part of the Adaptive Knowledge Consolidation 

(AKC) framework. Our method dynamically adjust knowledge retention to task similarity 

and task specific performance, while contrasted to static regularization approaches such 

as Elastic Weight Consolidation (EWC) and Synaptic Intelligence (SI). This mechanism 

is proposed that involves computing task embeddings with pre-trained models  BERT 

and quantifying their similarity from cosine similarity. To complete the above, we 

compute a similarity score which is merged with normalized task specific performance 

metrics of accuracy, F1 score to form an importance score. The model trades adaptability 

in learning in order to retain previously learned knowledge by prioritizing important tasks 

and minimizing interference from other unrelated tasks. We show that our proposed 

mechanism substantially mitigates forgetting and results in accuracy improvements on 

extensive experiments on standard NLP benchmarks such as GLUE, AG News, and 

SQuAD. Among baseline methods (EWC, SI, and GEM), the model also has the highest 

average accuracy of 86.7% and the least amount of forgetting of 6.2%.  

 

1. Introduction 
 

In sequential learning, catastrophic forgetting is a 

long standing problem in which neural nets forget 

what they previously learned when learning new 

tasks. This is a particularly important problem for 

text based models where task specific nuances have 

a huge impact in performance. Current solutions, 

e.g., Elastic Weight Consolidation (EWC) and 

Synaptic Intelligence (SI), employ static 

regularization methods in preserving critical ones. 

However, these approaches do not scale to the 

particular importance or similarity of tasks, and as a 

result are suboptimal in retention. While replay 

based methods (e.g., Generative Replay (GEM)) try 

to remember the knowledge by replaying previous 

data from the previous tasks, these methods suffer 

from high computational and memory overhead. 

Specifically, to overcome these limitations, we 

introduce a Dynamic Task Weighting Mechanism in 

this paper. It adjusts knowledge retention 

dynamically based on the mechanism composed of 

semantic similarity, which is based on task 

embeddings, and normalized task specific 

performance metrics. The key contributions of this 

paper are as follows the research present a novel 

dynamic weighting mechanism that combines task 

similarity and performance into a single importance 

score. An implementation of this mechanism in the 

Adaptive Knowledge Consolidation (AKC) 

framework. We perform a comprehensive evaluation 

on benchmark text based datasets and show large 

gains in retention and performance. 
 

2. Related Work 
 
Catastrophic forgetting is a persistent problem 

widely studied to tackle continual learning, 

especially in context of neural networks. Throughout 

the years, several strategies have been proposed, 
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such as static consolidation techniques, replay based 

approaches and dynamic task prioritization 

mechanisms. Various other approaches have been 

proposed, with mixed degrees of success, and yet 

few consider how to crack this particular issue the 

inherent sequential learning problem in text-based 

applications. 

Among the earliest approaches to handle 

catastrophic forgetting are static consolidation 

methods. Elastic Weight Consolidation (EWC) is 

used to penalize updates of parameters that are 

important for the previous tasks, using the Fisher 

Information Matrix [1]. Synaptic Intelligence (SI) 

[2] also tracks the change of parameters during 

training to collect their importance. Yet these 

methods use fixed regularization terms for all tasks 

without respecting the semantic relationships or the 

varying importance of tasks. These methods take a 

replay based approach to mitigating forgetting via 

storing or generating samples of previous tasks. 

GEM [3] creates synthetic data to replay tasks and 

exemplar based methods [4] store subsets of 

previous datasets. While effective, these methods are 

computationally and memory intensive, effectively 

preventing their use in large scale applications. 

Excess MTL [5] is an example of advanced 

techniques which dynamically adjust the weights, 

focusing on the poorly trained tasks, and thus does 

better under noisy conditions. Task Similarity and 

Weighting Mechanisms Extensive work has been 

done on task similarity in domain adaptation and 

transfer learning [6, 7], where we use semantic 

embeddings of tasks to measure task relationships. A 

shared embedding approach to domain adaptation is 

proposed, while still making a better transfer of 

knowledge, but not keeping knowledge for 

sequential learning [8]. Multi task learning has 

received attention on dynamic weighting 

mechanisms. An analytical uncertainty-based task 

weighting method was proposed, where optimal 

weights are computed in the form of softmax 

normalized [9]. It was introduced a mixture of 

experts (MoE) weight ensembling model that 

dynamically combined task specific and shared 

knowledge [10]. Building upon this, it was  

developed an interpretable weighting framework 

that investigates how characteristics of a sample 

influence weighting in noisy and imbalanced data 

[11]. In particular, these approaches are closely 

aligned to the goals of the dynamic task 

prioritization approach used by the Adaptive 

Knowledge Consolidation (AKC). Unlike vision 

based systems, NLP models in the context of 

continual learning are underexplored [12]. Transfer 

learning [13] has been achieved via pre training on 

BERT and GPT, and exposure to diverse pre training 

data sets has been shown to mitigate forgetting [14]. 

However, retaining knowledge acquired from 

specific tasks during downstream fine tuning is a 

challenge. Forgetting in NLP tasks requires dynamic 

and adaptive mechanisms according to recent works. 
 

3. Methodology 

 
In the Dynamic Task Weighting Mechanism, we 

address the problem of catastrophic forgetting in 

sequential learning of such tasks. In this section, we 

describe the individual pieces comprising the 

mechanism, including task similarity computation, 

performance metric integration, the formulation of 

dynamic importance scores, and the inclusion of 

these scores into the knowledge consolidation loss 

function.      

Figure 1 presents the overall workflow of the 

proposed system, including the Task Embedding 

Module: Building on that, we generate semantic 

embeddings for each task using a pre-trained model 

BERT task embedding. A Dynamic Task Weighting 

Mechanism combines task similarity and 

performance into a unified importance score. 

Knowledge Consolidation Loss Module, it 

regularizes critical parameters according to dynamic 

importance scores. Model Training Module it uses 

the combined loss function to optimize the model. 

 

3.1 Task Embedding Module 

 

We propose the Task Embedding Module, which 

produces semantic task representations via pre 

trained language models like BERT. This module 

processes each task dataset 𝒟𝑡 and computes an 

embedding vector 𝑒𝑡 as shown in the equation 1. 

𝑒𝑡 =
1

|𝒟𝑡|
∑  𝑥∈𝒟𝑡

BERT (𝑥)  (1) 

where BERT (𝑥) represents the embedding of an 

input 𝑥. These embeddings capture the semantic 

structure of tasks, enabling the computation of task 

relationships.    In the figure 2, it shows that each 

task dataset is tokenized and passed through a pre-

trained model to generate embedding vectors. The 

similarity between tasks is computed using cosine 

similarity. Tasks with high similarity are assigned 

higher importance for retention. 

 

3.2 Task Similarity Calculation 

 

Cosine similarity quantifies the semantic overlap 

between tasks which we call task similarity. For a 

given pair of tasks   and 𝑇𝑡, the similarity is 

computed as in equation 2. 
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Figure 1. Overall work flow block diagram of Proposed System 

 

 
Figure 2. Task Embedding and Similarity Calculation 

 

𝑆(𝑇𝑖 , 𝑇𝑡) =
𝑒𝑖⋅𝑒𝑡

∥∥𝑒𝑖∥∥∥∥𝑒𝑡∥∥
  (2) 

Higher similarity scores indicate greater semantic 

alignment between tasks. This computation ensures 

that tasks with significant overlap are prioritized 

during knowledge consolidation. It is noted that 

higher similarity scores suggest tasks are 

semantically aligned more. The computation of this 

ensures prioritizing tasks with a considerable 

overlap during knowledge consolidation. 

 

3.3 Task Performance Integration 

 

To better reflect the importance of each task, 

weighting mechanism incorporates task specific 

performance metrics to measure the performance of 

the designs. A normalized performance score is 

calculated as: 

Perfnorm  (𝑇𝑖) =
Perf (𝑇𝑖)

∑  𝑛
𝑗=1  Perf (𝑇𝑗)

  (4) 

Where in equation 4 shows that the Perf (𝑇𝑖) 

represents the performance metric (e.g., F1 score or 

accuracy) for task 𝑇𝑖. This normalization ensures 

balanced contributions across tasks. 

 

3.4 Dynamic Importance Score 

 

The dynamic importance score 𝐼𝑡 integrates task 

similarity and performance into a unified measure as 

shows in the equation 3 

𝐼𝑡 = 𝛼 ⋅ 𝑆(𝑇𝑖 , 𝑇𝑡) + (1 − 𝛼) ⋅ Perfnorm  (𝑇𝑖) (3) 

where 𝛼 is a hyperparameter controlling the balance 

between similarity and performance ( 0 ≤ 𝛼 ≤ 1). In 

the figure 3 it shows that the task-specific 

performance metrics (e.g., accuracy, F1-score) are 

normalized across tasks. The final importance score 

(It) is computed as a weighted combination of 

similarity and performance. The computed 

importance score is used to modulate the weight 

updates for prior knowledge retention. 
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3.5 Knowledge Consolidation Loss 

 

The importance scores 𝐼𝑡 are incorporated into the 

knowledge consolidation loss to dynamically 

modulate the retention of critical parameters. The 

regularization term is formulated in the equation 5 

as: 

ℒreg = ∑  𝑖 𝐼𝑡 ⋅ 𝐹𝑖 ⋅ (𝜃𝑖 − 𝜃𝑖
∗)2  (5) 

Where as 𝐹𝑖 is the Fisher Information Matrix, 

capturing the sensitivity of parameters 𝜃𝑖 to task 

performance. 𝜃𝑖
∗ are the optimal parameters for 

previous tasks. ℒreg  penalizes significant changes to 

critical parameters, weighted by task importance. 

The total loss function is expressed in the equation 

6. 

ℒtotal = ℒtask + 𝜆 ⋅ ℒreg  (6) 

where ℒtask  is the loss for the current task, and 𝜆 is a 

hyperparameter controlling the strength of the 

regularization term. The figure 4 illustrates how 

dynamic importance scores, Fisher Information 

Matrix, and task-specific loss are integrated into the 

total loss function to mitigate catastrophic forgetting. 

This methodolgy section describes the individual 

components of the mechanism, including task 

similarity computation, performance metric 

integration, the formulation of dynamic importance 

scores, and their integration into the knowledge 

consolidation loss function. 

 

4. Experimental Setup 

 
We proceed in this section describing the 

experimental setup to assess the efficiency of the 

 
 

Figure 3. Dynamic Task Weighting Mechanism 

 

 
Figure 4. Knowledge Consolidation Loss Computation 
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proposed Dynamic Task Weighting Mechanism. It 

also includes datasets, evaluation metrics, baseline 

methods and implementation settings. 

 

4.1 Datasets 

 

To validate the proposed approach, experiments 

were conducted on the following widely used NLP 

benchmarks are the GLUE suite is comprised of 

several tasks, such as SST-2 (a sentiment analysis 

task), MNLI (a natural language inference task), and 

(another) task of determining whether two sentences 

contain similar information (i.e., QQP). GLUE 

offers a full analysis of the model’s robustness in 

solving different NLP tasks [1]. The AG News a text 

classification dataset consisting of four categories: 

World, Sports, Business, and Science/Technology. 

The model is evaluated by classifying short text 

snippets [2]. The SQuAD (Stanford Question 

Answering Dataset) dataset that asks models to find 

the answer to a question from given context. Testing 

the Model’s contextual understanding [3]. 

 

4.2 Evaluation Metrics 

 

The performance of the proposed mechanism was 

assessed using the following metrics: 

1. Average Accuracy ( 𝐴avg  ): 

Measures the mean accuracy across all tasks: 

𝐴avg =
1

𝑛
∑  𝑛

𝑡=1 𝐴𝑡                   (7) 

where in the equation 7, 𝐴𝑡 is the accuracy of task 𝑡, 

and 𝑛 is the total number of tasks. 

2. Forgetting Measure (𝐹) : Quantifies the 

degradation in performance on earlier tasks after 

learning subsequent tasks: 

𝐹 =
1

𝑛−1
∑  𝑛−1

𝑡=1 max
𝑘>𝑡

  (𝐴𝑡
(𝑘)

− 𝐴𝑡
(𝑛)

)          (8) 

where in the equation 8, 𝐴𝑡
(𝑘)

 is the accuracy of task 

𝑡 after training on task 𝑘, and 𝐴𝑡
(𝑛)

 is the final 

accuracy. 

3. Time Efficiency ( 𝑇eff  ): 

Evaluates the total time required to sequentially train 

on all tasks: 

𝑇eff = ∑  𝑛
𝑡=1 𝑇𝑡    (9) 

where in the equation 9 𝑇𝑡 is the training time for 

task 𝑡. 

4. Memory Usage ( 𝑀usage  ): 

Measures the memory requirements for training, 

including parameter storage and any additional 

replay data: 

𝑀usage = 𝑆params + 𝑆data (10) 

where in the equation 10, 𝑆params  represents the 

memory for parameter storage, and 𝑆data  accounts 

for any stored task data. 

 

4.3 Baseline Methods 

 

The proposed mechanism was compared against the 

following baseline methods are Elastic Weight 

Consolidation (EWC) [4] is a Static regularization 

method which incorporates the Fisher Information 

Matrix to deter alteration of parameters deemed 

important for earlier tasks. Synaptic Intelligence (SI) 

[5] is a mechanism tracks the parameter updates 

during training and assigns their importance for 

reducing forgetting. Generative Replay (GEM) [6] is 

a recurrent memory module utilizes synthetic or 

previously gathered data from other tasks to use in 

learning new tasks, thus retaining earlier learnt 

knowledge. Vanilla Fine-Tuning is the first one is 

the sequential task training without addressing 

catastrophic forgetting, which will be used as a 

reference point. 

 

4.4 Implementation Details 

 

Model Architecture: 

For all experimental cases, BERT-base pre-trained 

model was selected as the primary architecture. 

Training Configuration: 

Optimizer: AdamW, Learning Rate:  2×10−5, Batch 

Size: 32, Number of Epochs: 3 per task, 

Hyperparameters: 𝛼: This parameter was set to 0.7 

to balance between the similarity of the tasks and the 

performance of the tasks. 𝜆: The proposed model is 

tuned to achieve the best compromise between 

learning of specific tasks and knowledge 

preservation. The experiments were performed on an 

NVIDIA Tesla V100 GPU with 32 GB of memory. 

The experimental setup ensures a robust evaluation 

of the proposed mechanism across diverse datasets 

and tasks, with meaningful comparisons to state-of-

the-art methods. 

 

5. Results 

 

In this section, we show the results of the proposed 

Dynamic Task Weighting Mechanism and compare 

it to baseline methods based on the metrics described 

in Section 4. The resulting paper contains numerical 

and graphical demonstration of the proposed 

approach to analyze the system performance. 

 

5.1 Performance Comparison 

In the methodology section termed the Dynamic 

Task Weighting Mechanism, was compared with 

Elastic Weight Consolidation (EWC), Synaptic 

Intelligence (SI), Generative Replay (GEM) and 

Vanilla Fine-Tuning. The comparisons of the 

performance is presented in Table 1. 
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Table 1. Performance Metrics Comparison Across 

Methods 

Method 
𝑨avg  

(%) 

𝑭 

(%) 

𝑻eff  

(Minutes) 

𝑴usage  

(MB) 

EWC 78.2 12.5 120 500 

SI 80.1 10.3 110 550 

GEM 84.5 8.9 160 700 

Vanilla Fine-

Tuning 
71.3 19.4 90 400 

Proposed 86.7 6.2 100 450 

 

 

 
Figure 5. Average Accuracy across Methods 

 

 
Figure 6.  Forgetting Measure Across Methods 

 

5.2 Graphical Analysis 

 

In the figure 5 illustrates the average accuracy 

(𝐴avg) for all methods. The proposed Dynamic Task 

Weighting Mechanism achieves the highest 

accuracy (86.7%), demonstrating its ability to adapt 

to new tasks while retaining prior knowledge. In the 

figure 6 shows the forgetting measure (𝐹) for each 

method. The proposed Dynamic Task Weighting 

Mechanism exhibits the lowest forgetting (6.2%), 

significantly outperforming EWC (12.5%) and GEM 

(8.9%). In the figure 7 compares the training time 

(𝑇eff) for all methods. The proposed Dynamic Task  

 
Figure 7. Time Efficiency across Methods 

 

 
Figure 8. Memory Usage across Methods 

 

Weighting Mechanism achieves competitive 

efficiency (100 minutes), while GEM, due to its 

replay mechanism, requires the longest time (160 

minutes). 

In the figure 8 highlights memory usage (𝑀usage) 

across methods. GEM has the highest memory 

requirements (700 MB), while Vanilla Fine-Tuning 

uses the least memory (400 MB). The proposed 

Dynamic Task Weighting Mechanism balances 

efficiency with 450 MB usage. 

 

5.3 Ablation Study 

 
An ablation study was conducted to evaluate the 

contributions of the Task Embedding Module and 

the Dynamic Weighting Mechanism to the overall 

performance of the proposed method. The results are 

shown in Table 2. In the table 2 illustrates that the 

Removing the Task Embedding Module led to a 

decrease in accuracy (83.4%) and an increase in 

forgetting (8.5%). Excluding the Dynamic 

Weighting Mechanism resulted in further 

performance degradation, with accuracy dropping to 

81.2% and forgetting increasing to 10.1%. The Full  
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Table 2. Ablation Study Results 

Configuration 𝑨avg  (%) 
𝑭 

(%) 

Without Embedding 

Module 

83.4 8.5 

Without Weighting 

Mechanism 

81.2 10.1 

Full Proposed 

Framework 

86.7 6.2 

 

 
Figure 9. Ablation Study of Average Accuracy and 

Forgetting Measure across Configurations 

 

Proposed Framework outperformed all other 

frameworks, thus supporting the inclusion of both 

components. In the figure 9, the graph illustrates the 

results of the ablation study, comparing the Average 

Accuracy and Forgetting Measure across three 

configurations: "Without Embedding," "Without 

Weighting," and the "Full Proposed Framework." 

The blue bars demonstrate the average accuracy and 

the performance of the proposed full framework is 

the best (86.7%). Stripping the embedding module 

decreased the accuracy to 83.4%, and disengaging 

the weighting mechanism decreases the accuracy to 

81.2% only. This shows that both components are 

essential for high task performance. The red bars are 

the forgetting measure. The proposed framework in 

its complete form has the least forgetting capacity 

with a forgetting value of 6.2%, proving that it is an 

effective model for knowledge retention from 

previous tasks. In contrast, when the embedding 

module is removed, forgetting is 8.5% and when the 

weighting mechanism is also excluded, forgetting 

rises to 10.1%. The graph below emphasizes the 

significance of Task Embedding Module and 

Dynamic Weighting Mechanism in the overall 

performance of the proposed framework to support 

the proposed framework design. 

 

5.4 Discussion 

 

The results show that the Dynamic Task Weighting 

Mechanism, incorporated into the AKC setup, solves 

the problem of catastrophic forgetting in sequential 

learning. The following key observations and 

insights were derived from the study the Superior 

Task Retention of the proposed mechanism provided 

the highest average accuracy (86.7 %) and the lowest 

forgetting measure (6.2 %) compared with other 

baseline methods. The dynamic weighting 

mechanism weights the tasks based on the task 

similarity and performance measure and thus 

performs task-aware retention and is better than the 

static methods of EWC and SI. And Efficient and 

Scalable Implementation in contrast to most of the 

existing solutions, including GEM that relies on 

replay and thus demands significant memory and 

computational power, the proposed approach 

achieves a good compromise between efficiency and 

performance. The proposed architecture takes only 

450 MB of memory and 100 minutes for training, 

showing that this method is suitable for practical use. 

The Ablation Study Insights further validates the 

proposed Task Embedding Module and Dynamic 

Weighting Mechanism as essential components. 

When either component was removed, the accuracy 

decreased and forgetting rate increased. This shows 

that similarity metric should be aware of the task and 

the priority should be given based on performance. 

The proposed mechanism is a compromise between 

these approaches in that it provides high retention no 

overhead. Neural networks is a widely used method 

for different applications[15-24]. 

 

6. Conclusion 

 
In this paper, a new method, the Dynamic Task 

Weighting Mechanism, was proposed to tackle the 

problem of catastrophic forgetting in sequential 

learning tasks. Using task similarity and 

performance metrics as the two factors, the 

mechanism computes a unified importance score to 

dynamically control the level of knowledge retention 

for each task. The efficacy of the proposed approach 

was assessed on NLP benchmark sets, GLUE, AG 

News, and SQuAD where it outperformed other 

methods with the best task retention and 

computational performance. The following are the 

contributions made in this work: Task-aware 

similarity computation using pre-trained 

embeddings, a unified importance score that 

combines semantic overlap and performance 

metrics, Efficient implementation that does not 

suffer from the overhead of replay-based methods. 

Future work will include the expansion of the 

mechanism to multimodal and specialized datasets. 

Other future works include further investigation of 

different embedding techniques, for instance, GPT-

based models, and hyperparameter optimization for 

adaptive weighting. 
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