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Abstract:  
 

Nowadays, with globalisation and financial globalisation, stock markets are becoming 

more and more complex, which cannot be explained by classical financial analysis. In 

this paper, Hopfield neural network is used to describe the complex nonlinear and 

asymmetric financial system in detail, and a stock market prediction method is proposed. 

The specific results are as follows: Hopfield neural network is introduced, and the 

network structure, operation mode and convergence principle are described in detail. 

Finally, the performance of FNN is successfully simulated. On the basis of the simulation 

model, we used the Hopfield neural network based on FSK and applied it to the FSK 

based on RFE-GSWOA-Hopfield; the MAPE value, the RMSE value, and the MAE value 

of the model proposed in this paper reached the minimum values in several models, which 

were 29.206, 0.594,23.131, and the R2 reaches the maximum value of 0.952 in several 

models. In addition, the experiments also prove that the RFE-GSWOA-Hopfield model 

is better in prediction efficiency and optimisation accuracy. 

 

1. Introduction 

 
With the development of globalization and 

globalization of finance, the stock market has 

become increasingly complex and has revealed a 

number of anomalies which cannot be accounted for 

by conventional finance and economics, such as the 

absence or even complete departure of an ideal 

market model based on an effective (perfect) market 

hypothesis. But in the meantime, there are obvious 

similarities between the classic statistics of finance, 

for example, stock index, volume price change and 

fluctuation.  

It shows that despite being a complicated finance 

system, there are likely to be general rules in the sea 

of data [1]. In recent years, a lot of research has been 

done on it based on neural network at home and 

abroad.  

After researching and analysing the articles of many 

scholars on the study of the effectiveness of market 

vulnerability, Li Junliang [2] found that the 

traditional research methods generally have various 

shortcomings such as contingent conclusions of 

technical analysis, over-exploitation of positive data, 

lopsided argumentation methods and the problem of 

joint assumptions brought about by statistical testing 

methods. Xing Weichen [3] elaborated the relevant 

concepts and properties of stocks and combined 

them with relevant forecasting principles for 

technical analysis, and introduced in detail three 

methods in technical analysis methods, basic 

analysis, technical analysis and quantitative 

analysis.  

Cong Ruixue [4] applies radial basis neural network 

to stock prediction, and takes the closing price of Air 

China as the research object to carry out simulation 

experiments, and achieves good prediction effect, 

which shows that this method has good application 

and promotion ability.  

Ouyang Yulong[5] clarified the development 

dynamics of China's A-share market by collating the 

existing literature and stock market information, 

identified the potential impact factors, and 

constructed an investor expectation index on the 

basis of traditional financial analysis to measure 

investor sentiment. Liu Nan[6] constructed a stock 

price prediction model based on fully connected 

neural network and convolutional neural network. 

Based on Hopfield neural network, this paper 

provides a detailed description of classical financial 

statistical features, proposes a prediction method for 

the stock market, and verifies the prediction method, 

It has important realistic meaning and theory value 

for the prevention of finance risk and regulation of 

financial market. 

 

http://dergipark.org.tr/en/pub/ijcesen
http://www.ijcesen.com
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Tansi Sun / IJCESEN 11-1(2025)1096-1107 

 

1097 

 

2. Hopfield neural network analysis 

 
2.1 Hopfield Neural Network Analysis 

 

Hopdield neural network is a single layer neural 

network with feedback. The output of each neuron is 

connected to a neuron that is not its own through 

connection weights, i.e., the output xi is multiplied 

by the connection weights and then acted on the jth 

neuron [7]. Each neuron receives inputs from other 

neurons and then outputs them after processing by 

an activation function, which is generally denoted by 

𝑓1 𝑓2 ,.... 𝑓𝑛 denotes its state activation function, and 

θi denotes its threshold function [8]. DHNN 

generally chooses the same activation function with 

the following expression: 

 

𝑓1(𝑥) = 𝑓2(𝑥) = ⋯ = 𝑓𝑛(𝑥) = 𝑠𝑔𝑛( 𝑥) = {
1 𝑥 ≥ 0

−1 𝑥 < 0
           

(1) 
 

In the above equation, 𝑠𝑔𝑛( 𝑥) is the sign function. 

 

How the network works 

The network generally works in two ways, the 

asynchronous mode of operation is the most applied, 

the so-called asynchronous mode of operation is that 

the network runs with only one neuron 𝑖 value 

changing each time, and the values of other neurons 

remain unchanged, and the state calculation can be 

carried out according to the following formula [9-

11]. 

 

𝑥𝑗(𝑡 + 1) = {
𝑠𝑔𝑛[ net 𝑗(𝑡)] 𝑗 = 𝑖

𝑥𝑗(𝑡) 𝑗 ≠ 𝑖
           (2) 

 

The changing neurons can be selected in a prescribed 

order or the order can be determined in a random 

manner, and the neurons adjust their state each time 

they do so based on the net positive and negative 

values of each input to determine whether the state 

changes this time or not, so not every time a neuron's 

state changes [12]. The second way is the 

synchronous way of working,  i.e: 
 

( 1) sgn net ( ) 1,2, ,j jx t t j n                (3) 
 

Learning algorithms 

Artificial neuronal network learning algorithms are 

generally classified in three ways: δ learning rules, 

Hebb learning rules, and competitive learning rules. 

 

1) δ learning rule, also known as the corrective 

learning rule. When the actual output of neuron 

i at k moments amount, then the amount of error 

in the: 

( 1) sgn net ( ) 1,2, ,j jx t t j n                (4) 
 

Then the process of network training can be regarded 

as the process of finding the minimum, so corrective 

error learning becomes a typical optimisation 

problem. Meanwhile the commonly used objective 

function is to find the minimum of the mean square 

error, i.e: 

 

𝑌 = 𝐸 {
1

2
∑ (𝑡𝑖 − 𝑦𝑖)2𝑁

𝑖=1 }           (5) 

 

where E is the statistical expectation operator and Y 

is the objective function. Since the process of finding 

the attractor in DHNN network is the process of 

constantly updating the change of the weight matrix, 

the above problem can again be transformed into the 

minimal value of Y to the weight 𝑤𝑖𝑗. Then the 

correction of the weight can be obtained by using the 

steepest gradient descent method, i.e.: 

 
𝛥𝑤𝑖𝑗(𝑘) = 𝜂 ⋅ 𝐸𝑖(𝑘) ⋅ 𝑓′(𝑤𝑖𝑥) ⋅ 𝑥𝑗(𝑘)           (6) 

 
2) Hebb learning rule 

 

Hebb learning rule that when the neuron states at 

both ends of a connection right are synchronised 

then the strength of that connection increases and 

vice versa decreases, mathematically expressed as 

[13-15]: 
 

𝛥𝑤𝑗(𝑘) = 𝐹(𝑦𝑖(𝑘), 𝑥𝑖(𝑘))           (7) 

 

where，𝑦𝑖(𝑘), 𝑥𝑖(𝑘) respectively 𝑤𝑔 are the states 

of the neurons at each end, one of the commonly 

used cases being the: 
 

𝛥𝑤𝑖(𝑘) = 𝜂 ⋅ 𝑦𝑖(𝑘) ⋅ 𝑥𝑖(𝑘)           (8) 

 
3) Competitive learning 

 

In this type of learning, the output units of the 

network compete with each other, and the "winning" 

unit is the result of the learning, and this unit also 

inhibits the other units. In this DHNN network, 

Hebb's learning rule is chosen as the learning 

algorithm to determine the weights of the DHNN 

network for the required network size. 

 

2.2 Improvement of Hopfield neural network 

based on ferroelectric synaptic transistors 

 

Neural network architecture 

 

In this paper, we design a net architecture as 

illustrated in Figure 1. In this paper, the transfer of 
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electric signal is simulated by nerve signal transfer. 

Ferroelectric TFT has its source coupled to a neural 

outlet, and its outlet is coupled to a neuron input 

section, which receives a modulation voltage pulse 

from a periphery. In this model, the net is composed 

of N neurons, which are modeled with 2 ferroelectric 

MOSFET. Then, a N-N weight matrix is constructed 

from the ferroelectric synaptic transistors (Figure 1). 

The network is computed synchronously [16]. 

 

 
Figure 1. Neural network structure. 

 

Hopfield neural networks can be classified into two 

types according to the neuron output range. The 

neuron output ranges of both networks are uniformly 

set to [0, 1] or [-1, 1], respectively. In the neural 

network built in this work, a negative neuron output 

value is simulated by a neuron outputting a negative 

voltage pulse. 

In the synaptic weight pre-programming stage, the 

weight matrix is artificially designed for the specific 

function to be achieved or the specific problem to be 

solved, after which the peripheral device calculates 

the closest approximate weight that can be achieved 

for each synapse as well as the applied pulse scheme 

based on the pre-designed weight matrix based on 

the mathematical model of synaptic weight 

regulation and imposes pulses to achieve the 

conductance regulation through the application of 

pulses on the third end of each ferroelectric synaptic 

transistor [17-19]. 

 

Synaptic model 

In ferroelectric synaptic transistors, the channel 

conductance can be modulated by the state of 

polarisation in the ferroelectric gate dielectric, 

which, according to ferroelectric domain dynamics, 

can be precisely controlled in the ferroelectric gate 

dielectric layer by varying the 

amplitude/duration/amount of the applied voltage 

pulses, etc [20]. As an example, the channel 

conductance (synaptic weights) in a ferroelectric 

synaptic transistor can be plasticly modulated by 

voltage pulses applied to the gate, with higher 

electric field amplitudes producing faster 

modulation of the channel conductance (Figure 2). 

In this paper, the synaptic device model is derived 

from the ferroelectric synaptic transistors. In this 

paper, the ferroelectric MOSFET using zinc oxide 

(ZnO) as the channel, and the ferroelectrics 

(VDFTrFE) as the ferroelectrics are fabricated 

(Figure 2)[21-23]. 

Using the channel conductance as the synaptic 

weights and by fitting the evolution of the channel 

conductance under the gate pulse voltage 

modulation, an approximate analytical expression of 

the enhanced regulation curve of the synaptic 

weights in the ferroelectric synaptic transistor neural 

network is obtained in this work: 
 
𝑦 = 230.608 − 273.063 × 𝑒𝑥𝑝( − 𝑥/609.483)       (9) 

 

Based on (9), the formula for regulating the 

conductance increase in the subsequent software 

simulation model is expressed as follows: 
 

𝑏 = −609.483 × 𝑙𝑛[ − (183.36 × 𝑥 − 230.608)/
237.063].           (10) 

 
𝑏 = 𝑏 + 𝛼0           (11) 

 

 

𝑦 = [−273.063 × 𝑒𝑥𝑝 (−
𝑏

609.483
) + 230.608] /183.36 

(12) 
 

where the input parameters 𝑥1 and 𝑥2 output 

parameters represent the conductance before and 

after regulation, respectively. Equations 9-12 reflect 

the conductance regulation behaviour of 

ferroelectric synaptic transistors. All the 

conductance enhancement operations during the 

subsequent neural network model simulation are 

simulated based on this equation. When combining 

the simulated annealing strategy for the optimal 

solution of the problem, transient chaos needs to be 

introduced to the network. For the network used in 

this work, it is required that the weights of the 

diagonal positions of the synaptic arrays are 

decreasing from their initial values. Therefore, in the 

simulated annealed state, an electrical pulse in the 

opposite direction of the electrical pulse that caused 

the conductance to increase needs to be applied to 

some of the ferroelectric synaptic transistors to cause 

the conductance to decrease. The variation curve of 

conductance with decreasing voltage pulse (-13 V, 

10 ms) is shown in Figure 2. 
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Figure 2. Ferroelectric synaptic transistor. 

 

3. Simulation of asset pricing solution 

problem  
 

3.1  Solving Maximum Cutting Problem 

Simulation 

 

A function minimisation problem is one in which, 

for a value of 𝑥, the function BC, is made to obtain a 

minimum value in the domain of definition. For this 

type of problem, the desired functions 𝑥1，𝑥2 are 

generally mapped directly to the network energy 

function. The process of iterative calculation of the 

network in the direction of the energy function 

decreases is the process of solving the function 

minimisation problem by the network. The steady 

state energy of the network represents the minimum 

value of the solved function in the domain of 

definition. The steady-state output of each neuron 

represents the final value of each input variable. 

Mapping the objective function to the network 

energy function, the correspondence between the 

network weights and the objective optimisation 

function is shown in Equation 13 [24,25]: 

 

∑ 𝑤𝑖𝑗
𝑛
𝑗=1 𝑥𝑗 + 𝐼𝑖 = −

𝜕𝐸

𝜕𝑥𝑖
           (13) 

 

The formula for the pre-calculated weights matrix 

should be: 

 

𝛼 (
𝑤11 𝑤12

𝑤21 𝑤22
)           (14) 

 

where 𝛼 is the calculated coefficient. The neuron 

external stimulus size should be: 
 

𝛼 (
𝐼1

𝐼2
)           (15) 

 

In this work, a non-transient chaotic neural network 

scheme is adopted to iteratively compute 𝑥1，𝑥2 

(neuron output pulse signal normalised to solve the 

problem.  

The final value of the network simulation) with the 

neural network energy change curve, as shown in 

Figure 3. 
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Figure 3. (a) Output of two neurons and (b) Schematic of network energy variation with iteration. 

 

As can be observed from the figure, the neuronal 

output 𝑥1，𝑥2, steps up to around 0.8 and 0.2 at the 

first iteration, respectively, due to the fact that the 

initial A value is set to (0.5, -0.5) causing the neuron 

to be rapidly excited by the cumulative value of the 

endomembrane potential. Subsequently, 𝑥1 

decreases and eventually converges around 0.00;𝑥2 

increases and eventually converges around 0.40. The 

network energy jumps from the initial energy value 

due to 𝑥1，𝑥2, and then rapidly decreases and slows 

down, eventually converging around 0. The final 

convergence value of the network energy is 0.00001. 

Solving the original function equation, the minimum 

value of the original function should be (0, 0.4), and 

the minimum value is 0. The results of the Hopfield 

neural network model based on ferroelectric 

synaptic transistors are basically in accordance with 

the correct results. 

The simulation demonstrates the feasibility of the 

Hopfield neural network based on ferroelectric 

synaptic transistor to solve the function minimum 

problem. 

 

3.2  Solving Maximum Cutting Problem 

Simulation 

 

The maximum cut problem is a common 

combinatorial optimisation problem. The maximum 

cut problem can be described as dividing all 

endpoints for a given model (which has a certain 

number of endpoints and some of the endpoints 

contain connecting lines between them) into two 

groups such that the maximum number of 

connecting lines spanning between the two 

subgroups. For example, for the problem model 

shown in Figure 2, if a scheme divides nodes 2, 1, 7, 

and 6 into one group, and nodes 3, 4, and 5 into 

another group, and cuts the lines between the two 

groups, the number of lines cut is 4. Therefore, the 

number of lines cut by this scheme is 4. The purpose 

of the maximum cut problem is to score the states 

between the endpoints of the cut lines using 

Equation 16 [20]. 

 

Score 𝑖𝑗 = 𝑎𝑖𝑗(𝑥𝑖 + 𝑥𝑗 − 2𝑥𝑖𝑥𝑗)           (16) 

 

𝑥𝑖 ,𝑥𝑗represent the neuron output values 

corresponding to the endpoints of the connectivity 

model, respectively. 

The objective function formula is as follows: 

 

𝐸 = ∑ −𝑖<𝑗 𝑎𝑖𝑗(𝑥𝑖 + 𝑥𝑗 − 2𝑥𝑖𝑥𝑗)           (17) 

 

The objective function (Eq. 17) was used as the 

network energy function. For the connection weights 

𝜔𝑖𝑗, between neurons 𝑖, 𝑗: 

 

𝜔𝑖𝑗 = −ℎ𝑎𝑖𝑗            (18) 

 

where h is the network-wide coefficient of unity. 

Each neuron fixes the external stimulus to 0. 

The neuron damping factor as well as the neuron 

activation function coefficients are kept at default 

settings.  

Based on Eq. 17 and Eq. 18, keeping the default 

parameter settings, the pre-designed synaptic weight 

matrix of the network is calculated, and then the 

synaptic pre-programming is performed using the 

network simulation model. Keeping the default 

settings, a non-transient chaotic strategy is adopted 

so that the network is computed iteratively from the 

initial inner membrane potential Y1. The simulation 

results are shown in Figure 4. 
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Figure 4. Simulation results of network based on non-transient chaotic strategy. 

 

As shown in Figure 4, at the beginning of the 

network iteration, each neuron is excited to output 

value due to the preset initial value of the membrane 

potential within the neuron and leads to a network 

energy step. Because of the different initial 

membrane potentials, the initial output values of 

each neuron are different. After that, the neuron 

output and network energy start to change iteratively 

and gradually converge to a fixed value within 

12000 iterations. 

 

4. Stock market asset pricing forecasting 

system 
 

4.1 predictive modelling 

 

This paper mainly introduces how to construct the 

Hopfield model, and shows the prediction effect of 

Hopfield model and the comparison with other 

models. In this paper, we propose to use the Random 

Forest-based Recursive Feature Elimination (RFE) 

algorithm for feature selection of basic and technical 

stock indicators to construct the best feature set, and 

then use the model combining the Improved Whale 

Algorithm (GSWOA) and the Hopfield neural 

network to forecast the Shanghai Stock Exchange 

Index [26,27]. 

Based on the feature set of stock price prediction 

constructed by Random Forest-Recursive Feature 

Elimination Algorithm, the Hopfield neural network 

model optimised by Improved Whale Algorithm is 

established, and the core of the model is the 

optimisation work, the specific steps are as follows: 

 

1) Processing of the dataset. First, we remove the 

outliers, fill in the gaps, and classify them 

according to time. Then, we normalize the 

dataset. Lastly, we apply recursion to the feature 

selection. 

2) Initialization of the modified whale algorithm. 

Determine the largest number of iterations tmax, 

the number of whales n, the maximal value ub 

and the minimum of the search range in the 

modified whale algorithm.. 

3) Initializing the whale's position. Random 

generation of group whales Xi, 0 (l, e, a), where 

i is the number of repeated training, e is the 

learning speed, and a is the number of hidden 

layer neurons. 

4) Calculate the adaptation value corresponding to 

individual whales. The fitness value is set as the 

root mean square error (RMSE) of the model 

validation dataset. If the calculated fitness is the 

minimum value, it is set as the optimal result for 

this time and the size is compared with the 



Tansi Sun / IJCESEN 11-1(2025)1096-1107 

 

1102 

 

global optimal fitness value. If the value is less 

than the global optimal fitness value, it is 

replaced. 

5) The improved whale algorithm continuously 

optimises the network parameters by encircling 

the prey, bubble net attack and searching for the 

prey until the end of the iteration to get the 

optimal number of training iterations, learning 

rate and number of hidden layer neurons. 

6) Input the test dataset into the Hopfield model 

constructed using the optimal parameters and 

output the predicted values. 

 

4.2 Simulation analysis of experimental result 

 

Selection of indicators 

This paper takes the basic stock indicators as the 

research object, uses the financial a priori 

knowledge, constructs the indicators so that they can 

reflect the key information of the stock, which can 

be classified into two categories of basic indicators 

and technical indicators in terms of their nature. At 

the same time, the construction of stock multi-

category feature system is also consistent with the 

trend of deep learning. Therefore, a total of 33 

feature indicators are constructed in this paper, 5 

basic indicators and 28 technical indicators [28]. 

 

1) Opening price: the initial price of the stock on 

the day. 

2) Previous close: the previous day's closing price 

of the stock. 

3) Maximum price: the highest value of the stock 

price for the day. 

4) Lowest price: the lowest value of the day the 

stock price. 

5) up or down: the stock of the day up or down with 

the previous day's closing price ratio. 

6) trend type technical indicators: is under the 

guidance of the theory of trend analysis, from 

the stock price and the interrelationship between 

the indicators, and combined with the 

characteristics of the averages in order to 

analyse the stock price trend of strong or weak 

signs. Trend class line is an effective means to 

judge the short-term trend of the market and 

guide investment operations. Trend indicators 

are the key to the entire system of technical 

indicators, as they partially make up for the 

technical indicators can not predict the 

shortcomings of each wave of the market 

situation. This paper uses the trend of technical 

indicators for MA5, MA20, Boll, UB, LB, 

EMA12, EMA26, DIFF, DEA, MACD, TRIX, 

ADXR. 

7) Oscillating technical indicators: according to the 

stock volume, price, time and space 4 elements, 

by a certain formula to find a value, the value of 

the space around a specific range of rise and fall, 

and through its rise and fall law to guide the 

actual work. In this paper, the swing class 

technical indicators used for KDJ, BIA6, BIA12, 

RSI6, RSI12, WR6, WR10, MOM, ATR, CCI, 

ROC. 

8) energy-based technical indicators: mainly from 

the perspective of volume to test the stock price 

changes, and through the volume of price with 

the type of indicators to guide the specific 

operation. This paper uses the energy class 

technical indicators for VOL, OBV, VR, AD. 

 

Data sources and pre-processing 

In order to circumvent the inaccuracy of prediction 

caused by the randomness of individual stocks or 

malicious manipulation, which are incidental 

factors, the target of the study in this chapter is the 

SSE index which can reflect the rise and fall of the 

whole stock market. The original stock data selected 

is the trading data of the SSE index from May 2017 

to March 2022, and 85% of the total dataset is used 

as the training set and the remaining 15% as the test 

set. The data comes from the stock exchange 

platform. 

There is a very important indicator among the 

various indicators, i.e. the closing price. According 

to Dow Theory, the closing price is the most 

dominant among all prices, and all other prices such 

as the maximum price represent short-term prices. 

Within the framework of Dow Theory, the closing 

price is one of the sources of information available 

to market participants and a major factor for 

investors to consider when making investment 

decisions. In many cases, closing prices are used to 

represent daily prices. The closing price can 

simultaneously reflect the day's trading situation and 

can also be used as a reference for the opening price 

of the next day. So this paper uses the closing price 

to make predictions. In the process of modelling 

neural networks, previous studies have found that 

the data in the same dataset may have large 

differences, i.e. the data has a different magnitude, 

and this can affect the prediction effect of the data. 

Therefore, in order to eliminate the influence of the 

volume outline on the prediction results, this paper 

adopts the Min-Max standardisation to process the 

data, and the standardisation formula is as follows: 

 

𝑋𝑚𝑖 =
𝑋𝑖−𝑋𝑚𝑖𝑛

𝑋𝑚𝑖𝑛𝑚𝑎𝑥
           (19) 

 

Comparative analysis of simulation results 

Initiating position of the whale. Group X0 (L, E, a) 

randomly generated, in which i is the repetition rate, 

e is the rate of learning, and a is the number of hidden 
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layer neurons. Secondly, the RFE-Hopfield model 

and Hopfield model are compared and analysed, and 

the feature set constructed based on the Random 

Forest-Recursive Feature Elimination algorithm is 

brought into the Hopfield model with smaller error, 

which confirms that the prediction performance has 

been improved after feature selection. Again, 

comparing the prediction effect of WOA-Hopfield 

model and Hopfield model, the Hopfield model with 

improved whale algorithm has better prediction 

effect, and it can be judged that the improved whale 

optimisation algorithm can better optimise the 

parameters of the model. Finally, it can be clearly 

seen that the RFE-GSWOA-Hopfield model 

proposed in this paper has the best prediction effect, 

and the MAPE value, RMSE value and MAE value 

of this model have reached the minimum value 

among several models, while the R2 value has also 

reached the maximum value among several models. 

For this reason, the prediction feature set constructed 

by the Random Forest-Recursive Feature 

Elimination Algorithm is combined with the 

Hopfield optimised by the Improved Whale 

Algorithm to predict the SSE. Neural network model 

optimised with the improved whale algorithm to 

predict the SSE index with better prediction 

accuracy. Table 1 shows model prediction errors. 

Figures 5 and 6 show the fitting of the first four 

models with lower overall error indicators, and the 

curves of the predicted and true values in the figures 

show that compared with the Hopfield, RFE-

Hopfield, and WOA-Hopfield models, the RFE-

GSWOA-Hopfield prediction model established in 

this chapter has a much better fitting effect, and the 

overall trend of the predicted values matches well 

with the true values, and at every fluctuation turning 

point has a good fitting effect, indicating that the 

error between the two is low. 

 

4.3 Empirical analysis of forecast results 

 

Data selection and processing 

CSI 300 index is the first stock index issued by 

Shanghai and Shenzhen stock exchanges to reflect 

the trend of the whole market as it selects 300 

representative stocks with large scale and good 

liquidity as its constituents, covering both Shanghai 

and Shenzhen stock markets. In this paper, the 

closing price of CSI 300 index is taken as the 

forecasting object, and the period from 4 January 

2011 to 30 December 2022 is chosen as the research 

interval. The goal of this paper is to forecast the 

closing price of the index in the short term. 

Considering that the fundamental data usually 

remain unchanged in the short term and the influence 

of the fundamental data of individual stocks on the 

index is relatively small, a total of 10 characteristics 

are selected for each trading day: opening price, 

closing price, high price, low price, turnover, 

volume, amplitude, up/down, up/down and turnover 

rate. These features will be used as predictors of the 

closing price of the index, and the prediction model 

generates the predicted value of the closing price 

based on these input features. 

 
Table 1. Model prediction errors. 

Model RMSE MAPE% MAP R2 

RNN 43.804 1.084 34.913 0.830 

Hopfield 42.301 0.992 32.617 0.831 

RFE-Hopfield 39.284 0.873 30.016 0.888 

GSWOA-Hopfield 35.617 0.797 27.216 0.918 

RFE-GSWOA-Hopfield 29.206 0.594 23.131 0.952 

 

 
Figure 5. Simulation results. 
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Figure 6. Simulation results. 

 

These ten functions shall be collected continuously 

during the twenty business days of the survey as an 

initial sample and shall be taken as a marker for the 

input sample, that is, the target of the forecast model. 

Based on the time of the tag of the input samples, the 

samples prior to 1st June 2021 shall be distributed at 

a random rate of 4: 1 for Nerve Net Model Training, 

and those from January 1 2021 shall be allocated to 

a Test Suite for predicting an Index Closing Price. 

This article takes the sample data from the Choice 

Financial Terminal database.The Hufffield Model is 

used to predict the particular value of the closing 

price of an index, so it is a regression question. The 

Mean Absolute Error (MAE), Root Mean Square 

Error (RMSE), Mean Absolute Percentage Error 

(MAPE) and Determining Factor (R2) are chosen as 

the parameters for predicting results: 
 

𝑀𝐴𝐸 =
1

𝑛
∑ |�̂�𝑖 − 𝑦𝑖|𝑛

𝑖=1            (20) 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)2𝑛

𝑖=1            (21) 

 

𝑀𝐴𝑃𝐸 =
100%

𝑛
∑ |

𝑦𝑖−𝑦𝑖

𝑦𝑖
|𝑛

𝑖=1            (22) 

 

𝑅2 = 1 −
∑ (�̂�𝑖−𝑦𝑖)2𝑛

𝑖=1

∑ (�̄�𝑖−𝑦𝑖)2𝑛
𝑖=1

           (23) 

 

Comparative analysis 

The Hopfield model is better at processing time-

series data with temporal dependencies, and is able 

to better process time-series data and extract feature 

information more efficiently than the same type of 

RNN and GRU models, as well as the MLP model 

which does not have a recurrent structure. To verify 

this, RNN and GRU models with the same structural 

parameters as the Hopfield model, as well as an MLP 

model with 128, 64, and 32 hidden layer neurons, 

respectively, are built. These four basic models are 

trained using the same input samples and predictions 

are made using the test set data. The prediction 

results of the basic models are shown in Figure 7. In 

Figure 7, the closing prices predicted by the three 

models, Hopfield, GRU and RNN, which are 

capable of handling time series data, are closer to the 

actual closing prices, while the closing prices 

predicted by the MLP model deviate from the actual 

closing prices to the greatest extent and over the 

longest time interval. For a forecasting model, how 

well it fits the actual closing price of an index 

determines its practical value in investment practice: 

the better the model fit, the more accurate the 

forecast, the lower the risk of applying the forecast 

to investment practice, and the more practical value 

it has. Although the MLP model has been able to 

maintain the trend of the actual closing price curve 

of the index over a period of several months, it is 

clear that the performance of the MLP model is far 

from satisfactory for the short-term task of 

predicting the closing price of the index for one 

trading day in the future. Predictive modelling is 

used in different works and reported [29,30]. 

 

5. Conclusion 
 

Based on Hopfield neural network, This article 

describes in great detail the complexity of the non-

linear and asymmetrical financial system, reveals the 

potential mechanisms and laws of the stock market, 

and proposes a prediction method for the stock 

market, with the following conclusions: 

1) This paper mainly introduces Hopfield neural 

network, respectively, from its network 

structure, operation mode, convergence 

principle and other aspects of a detailed 

introduction to the. 
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Figure 7. Comparison of actual and projected results. 

 

2) Successful simulation implementation of 

ferroelectric synaptic transistor-based Hopfield 

neural network based on simulation model for 

solving function minimisation problem, 

maximum cut problem, traveller problem. 

3) Introducing a stock price prediction model based 

on RFE-GSWOA-Hopfield. Firstly, the SSE 

index is selected as the experimental data, and 

the Recursive Feature Elimination Algorithm  is 

used to select the features of the data to establish 

a perfect predictive feature set. Secondly, the 

improved whale algorithm (GSWOA) is used to 

optimise the important parameters of Hopfield to 

reduce the influence of human factors and 

improve the accuracy of model prediction. 

Finally, the optimised parameters are introduced 

into the Hopfield network to construct the 

GSWOA-Hopfield model, and the prediction 

results of this model are compared and analysed 

with other models. The experimental results 

show that: training the Hopfield neural network 

model with the predicted feature set selected by 

the recursive feature elimination algorithm 

improves the prediction accuracy of the model; 

the improved whale algorithm has obvious 

advantages in terms of convergence speed and 

accuracy during the optimisation process; and 

the MAPE value, RMSE value, and MAE value 

of this model reach the minimum value among 

several models, which are 29.206, respectively. 

0.594,23.131, and R2 reaches the maximum 

value of 0.952 in several models, which proves 

that the RFE-GSWOA-Hopfield model has 

better prediction performance and can be 

effectively used to predict stock data. 
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